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Abstract We consider tactical planning of a military operation on ayéatarget
scene where a number of specific targets of interest areigruesit, using a given
number of resources which can be for example fighter aircuaftnanned aerial
vehicles, or missiles. The targets could be radar stationther surveillance equip-
ment, with or without defensive capabilities, which theaakier wishes to destroy.
Further, some of the targets are defended, by for examplia&uto-Air Missile
units, and this defense capability can be used to protectaileer targets. The at-
tacker has knowledge about the positions of all the targetsaéso a reward associ-
ated with each target. We consider the problem of the attawk® has the objective
to maximize the expected outcome of a joint attack agaimsettemy.

The decisions that can be taken by the attacker concernltcatbn of the re-
sources to the targets and what tactics to use against egeh /e present a math-
ematical model for the attacker’s problem. The model is Iginto a generalized
assignment problem, but with a complex objective functtat tnakes it intractable
for large problem instances. We present approximate mdHatscan be used to
provide upper and lower bounds on the optimal value, and @iseide heuristic
solution approaches that are able to successfully provéde-optimal solutions to a
number of scenarios.
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1 Introduction

Effect Based Operations (EBO) is a military concept whicheegad during the
1991 Gulf war for the planning and conduct of operations daimlg military and
non-military methods to achieve a particular effect. Thetdoe was developed to
take advantage of advancements in weaponry and tactics,@noemerging under-
standing that attacking a second-order target may havefulst consequences for
a variety of objectives. The Commander’s intent can be feadisvith a minimum
of collateral damage or risk to own forces, but EBO plannsigamplex and hard
since it embraces political factors as well as economic.

Despite its complexity, this is not an impossible task. Weehizeen dealing with
these challenges on an ad hoc basis throughout history,doawnow use modern
technologies and process thinking to provide all ingredienf successful effect
based operations.

A network-centric system is a system-of-systems conceptevh number of ac-
tors are attached to each other in a network sharing inféomat an adaptable and
interoperable manner. Obviously networking enables ameoios rise in accessible
information and the intrinsic challenge is the developnwéislystems and functions
to shape this information into guidance and control of aetgrof operations with
multiple objectives. For example, [6] presents an optitidwemethodology for find-
ing a correct balance between weapons and attack damagsasse sensors.

The above mentioned pinpoints the trend in military operatl planning, also
at the Swedish military arena. In our case we can use thigljganashift to put
functional and algorithmic requirements on planning otaiground missions. This
leads to adaptation to new doctrines of command and contilta a tool that
contains the most of planning experience implemented bynitg specialist per-
sonnel in cooperation with algorithm experts. Mission parfance can be driven to
its limits with a model based planning, which simultanegiseps control of both
objective and system performance, which is probably the cust effective way to
gain performance.

1.1 Network Centric Framework

In a network centric framework, a resource is not an entigtty coupled to a

sluggish hierarchical organization but a resource with ovlligence to offer spe-
cific effects to a variety of effect customers. Our work does embrace the full

meaning of EBO but is guided by quantifying and respondingffiect requests and
hence becoming a true entity of a network centric systemrdardo understand the
paradigm shift in EBO planning or network centric plannifigure 1 shows the
principles of future effect based operations.

Initially an effect must be achieved in order to answer wioatld. Thereafter

possible systems are considered and how theses systerdswanhge to do it. The
last issue of the effect chain is to decide the resourceatimt. As can be noticed,
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Fig. 1 The effect chain including an EBO principle of a split up of thenning process into stages
from the target to allocation of individual platforms.

resource owners are considered in the later planning stadpésh is quite a change
from traditional planning.

Obviously there are two dimensions in the effect chain, tigsion-conduction
and the resource owner dimensions. The resource owner siiomekeeps and con-
ducts resource supply chains as well as allocation schemetsehedules. The
mission-conduction states individual missions and how #ill be implemented.

In order to fulfil requirements on future EBO planning syssewffort must be
put on scalable model-based algorithms which promote gnveaikflow and a high
speed planning performance. Each scenario shall be indillidstated by the set
of input data, but planning shall always be performed vialémgnted tactics and
knowledge of actual resource performance and missionrpatte

1.2 Mission Planning

An air to ground mission planning system is modular and dosta planning sys-
tem and weapon systems, hosted by a variety of carriers suohraanned aerial
vehicles or fighter aircraft. In order to perform effect otied planning in line with
Figure 1 we transform the planning process according torEiguwhere each plat-
form is separated into carrier and weapon performance atid¢gproducing a cer-
tain effect which can be matched with the effect customeesise

Initially we maximize system effect in the target area byimpally allocating
the number of weapons to suppress enemy defense and deisaldgrgets. A tar-
get area can consist of different ground based targets aglteshg air defense
units. Each target has a specific value which indicates ifoitance. The effect
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Target Area

Desired Effect

’ Route Planning H Carrier Platform ‘

Fig. 2 A resource, a fighter with weapon system, has a relationship betweée planning, type
of weapon and a set up of tactics which forms the final effect.

oriented weapon allocation of the target area is followed bgarch for appropriate
platforms, where platform location and scheduling paramsedre considered. Each
platform must further have a route to the firing positionJuidéing tactical features
such as hiding and a limited exposure of radar cross sectiongithe flight phase.

These planning aspects are coupled, but with an acceptas®f generality the
effect planning task can be separated from the platformderto start an overall
planning process. Our work addresses a model based appooeagtidly calculate
weapon allocation to optimize system effect in an hostiteigd based target area.
Early work on a similar problem was done by Miercort and Sdlan[4], but they
consider a less complicated model without intricate depeoigs. In a recent paper
by Kwon et al. [3], a new weapon-target allocation problerprissented together
with a branch-and-price algorithm for solving it. In corgiaKaminer and Ben-
Asher present a model in [2] for maximizing the effectiveneba defense.

1.3 Paper Overview

In Section 2 we describe the problem at hand, which is bdgiaaleapon-targeting
problem, together with some basic concepts that will be tisexighout the paper.
Section 3 gives a generic mathematical model for the probleisstraightforward
with only simple linear constraints, but comes with a diffiabjective function.
This section also gives optimistic and pessimistic modedé tan be used to find
upper and lower bounds on the optimal objective value.

In order to use the generic model and solve realistic scasidtiis necessary to
specify how to evaluate a given situation, and especially tiee defenders act in
different situations. One possible way to do this is presetimt Section 4,

Section 5 looks into different heuristic approaches, whancé guarantee opti-
mality but find high quality solutions for larger scenarioghin reasonable time
frames. Section 6 contains results for these heuristicglllyj in Section 7, we
present some remarks and conclusions together with suggestn future work.
This paper is based on material that can be found in [5].
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2 The Joint Attack Problem

Imagine a large open area, like a desert, where a number ofyeteggets are po-
sitioned. These can be radar stations or other surveillegogoment, which the
attacker wishes to destroy. The targets are however gudrgetefenders, like
Surface-to-Air Missile (SAM) units. The defenders are atemsidered to be po-
tential targets for the attack, since the destruction oédeérs can improve upon
the overall outcome of the attack.

The positions of all targets, both those with and withoutedsg, are known.
The set of targets is denot&land the subse® denotes the targets with defensive
capabilities, which are defined by radii of defense and aremnktach targes € S
is given a specified rewand, where important targets have higher values.

The attacker’s problem is to maximize the expected outcoigesimultaneous
attack against the enemy, using at mBstlentical resources, like aircraft or un-
manned aerial vehicles. Each target should be assignedsah atan which speci-
fies the number of resources to be used against it, and alsoftoch directions.

As illustrated in Figure 3, some targets do not have a defersgistem of their
own, but depends on the defense of others. Also, the radidsfefise for different
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Fig. 3 A possible attack scenario. Some targets, here shown in blackiratefanse units. The
other targets are radar stations or similar surveillance uritsave valuable to destroy.

defenders might overlap. A defender will always protectlitprimarily, and then
engage resources passing by inside its radius of defenseds\wther targets.

2.1 Tactics and Angles of Attack

If a targets is attacked, it is done so by a tactichosen from a set of tactic$,
In real life there are numerous possible tactics for an lattaat we limit ourselves
to tactics using at most 3 resources, as described grajhicdtigure 4. The idea
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behind these tactics is to overload the defensive systensiofye defender. This is
done either by sending multiple resources from one diredtsee tactics 1-3), or
by attacking from multiple and evenly spread directiong (se&tics 4-5).

L) e
L )

Fig. 4 A graphical description of the 5 tactics considered.

=

Each tacti¢ has its own features, such as the number of resources negcat
the number of attacking directions involved, denotedThe number of resources
that is launched from each of the anglgs$s denoted byn. Each tactic gives rise to
a probability of success, for each of theresources, against a single targethis
probability is denotedpg and might vary between the targets, depending on their
respective defensive capabilities.

We consider a coarse angle discretization (every 30 degiteéihing a seV of
angles. Each tactice T is associated with a reference angle of attagkwhich
defines from which direction the attack is launched. Foii¢aathich involve more
than one angle of attack (i.® > 1), multiple anglesv might give rise to exactly
the same attack, since we consider evenly spread anglegoitbsaich symmetries,
we introduce a subs®¥y which contains all reference angledo be used together
with tactict against targes.

For tactics involving multiple angles, we define

. 2m

We also introduce the concept of an engagement fmth, which is the line
emanating from targetat anglev. In total, there aréS - |V| different engagement
paths. For a certain tactic and angle, though, only a feweddtpaths will be used.
If there is at least one resource on the path, we call it ameaptth.

In the following, a reference angle of attack is always dedat and defined by
the setWy, whereas an anglerefers to an individual angle i used for general
discussions involving engagement pathw).



Effect Oriented Planning of Joint Attacks 7

2.2 The Objective

The essence of the attacker’s problem is to decide for eaght&which tactict
that shall be used (if any) and specify a reference angletatkav. We therefore
introduce the binary variable

[ 1iftargetsis attacked using tacticfrom anglew,
Zw = 9 0 otherwise

These decisions, at most one for each tagyét defined as an attack plam Let
P&l (z) be the probability of successfully incapacitating targethen attacked by
tactict from reference anglev. As will be clear from the upcoming analysis, this
probability depends on the overall attack piamvhich is a complicating fact.

The probability for a resource to survive the defense of a@mddri € Swhich
it passes by on its way towards the targein path(s,v) is denotedpis,(z), and it
depends on what tactics are used against the other targetsieir an engagement
path(s,v) does not intersect the area of defense for targaé,(z) = 1 holds.

The success of an attack against a certain target depents éilowing.

=

. The number of resources used against the tanget {; - m).

. The target’s ability to defend itself against incomingaerces fy).

3. The probability of successfully surviving the defensewdry other target which
the resource pass by on its way towards the targsj;{.

N

For a given targes, tactict and angle of attacl, the probability of successfully
eliminating targesis

Piw(2) = 1- Jﬁ, |1 ps iesl;L} powy(2)] (1)

The probability of success for a tactiand anglewv against a target generally
depends on which tactics are applied against every othgetiahat is, the whole
attack plan, which means that the probabilitps,, are related to each other. This
dependence is the core difficulty of the attacker’s problem.

The objective is to maximize the expected total reward ofetttack, found by
multiplying the probability of success of an attack agamsarget with its reward.
Since we want to optimize the total reward of the attack, éhegpected values
should be added. The objective then becomes

max Kill (7). 74 ]~r.
S;LZWGJ’“W() u s

For each targes € S, at most one of the decision variableg,, t € T, w € Wy,
takes the value one, since it is attacked at most once.
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3 Mathematical M odels

We here give a generic model for the joint attack problem aval dpproximate
models that can be used to find upper and lower bounds on thealpalue.

3.1 A Generic Model

As stressed above, the probabilitys,(z) depends in general on the whole attack
planz, but in the generic model we make no assumptions on the eatotenof this
dependence.

maxzs {Z Pl (2) -zgw} s [GENERIC]

Se tel we

st. ZZ n-Zgw <R (i)
Z Zew < 1, seS (ii)

zgw € {0,1}, seSteT,weWy

It is not necessary to attack all targets. Depending on thands specified for
the targets, it might be optimal not to do so. Constréinstates that we cannot use
more resources than we have. Constréintmakes sure that each target is attacked
at most once. Both constraints are linear, but the obje@tive general non-linear,
non-convex and non-separable.

3.2 Optimistic Model

It is possible to construct two auxiliary problems, thatvide upper and lower
bounds, respectively, on the optimal value of the geneblem. We analyze the
expression fopkll (z), under two specific assumptions.

Assume that no target will shoot against resources pasgitgwards other tar-
gets, but just against resources targeting themselves.mbans thapis,(z) = 1

would hold for all targets € S and thatpl!! (z) would collapse into the quantity

W
Py = 1—ﬂ[1—paiegs}1}m — 1 (1—pg)™.
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Now the probabilities of success no longer depend on theabvattack planz.
Further, since this expression does not depend on the angleymore, we only
have to decide which tacticto use against each targgif any tactic at all.

We then obtain the optimistic model

maxZer-Pg-zg [OPTIMISTIC]
S

st. ZZm-zﬂgR ()
Zzst <1  seS (ii)
Zg € {0,1}, seSteT.

Solutions to the optimistic model give upper bounds to thgimal problem, since
the values of all coefficients in the objective function aystematically increased.
Even more, this is a valid upper bound for all choices of diszationV.

The solution found is also a feasible solution in the origprablem, if comple-
mented with an arbitrary reference angle of attack for eacticused. This means
that we can easily calculate a true objective value and asa tpwer bound. This
bound is only valid for the considered discretizatibthough.

3.3 Pessimistic Model

In contrast to the assumption made above, we now assumedblattarget will
shoot against all resources passing by, on their paths devedher targets, and with
its full defensiv capability. Denote bgig; the resulting probability of surviving the
defense from another target. This probability is clearlyeagimistic estimate of the
true probability of surviving the defense from this target.

If pisv(z) = Pisy Would always hold, thep4! (z) would become the quantity

Vi
Paw = 1—I_| [1_pst I__I f’isw,}mta
=1 ieS\{s}

and we then obtain the pessimistic model
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max Is- Paw: Zs [PESSIMISTIC]
ZZ s Paw
st. ZZ Nt Zgw < R (i)
S we
Z Zow < 1, seS (i)
we

Zgw € {0,1}, seSteT,weWs.

The values ofps, might of course be too pessimistic, and hence the solution
could provide poor lower bounds on the optimal value of theegie model. Hope-
fully, though, the structure of the solution (the attacknmis close to the optimal
one, and by evaluating the true objective one can find a bedsimistic bound.

4 Simulation Details

In order to fully specify the generic model presented in Bec8.1, one needs to
describe how the probabilityis,(z) depends on the attack planlt is obviously a
hard task to model a real-life situation. We will here give eissumptions used in
our simulation study.

We will analyze the different factors that affggt,(z), that is, the probability for
a resource to survive the defense from another target assepay toward its own
target, and how it depends a@nTo do this, we look into the details of the defensive
systems of the targets and define their rules of engagement.

4.1 Specifications of the Defensive System

Since we consider the problem of the attacker, we need tafg@eset of determin-
istic engagement rules for the defenders. Each target veitendive capability is
assumed to have a specified number of defensive channetsaswannons or anti-
missile systems. It will primarily defend itself, and angidual defensive channels
will be used to defend the other targets, by engaging ressyassing by inside its
radius of defense. We make the following assumptions fon éaéender € S.

1. The defender will primarily defend itself.

2. Ifthere ardD; > 0 residual defensive channels, then they will be evenlycatied
against the active engagement paths that pass by the target.

3. At mostF channels might be used against a single engagement path.

4. At mostG; different engagement paths might be engaged.

5. All defensive channels should be used if there is somgtitishoot at.
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6. If there are more active paths than defensive channedsgdefensive channel is
allocated to each path as long as possible with respect ttkengadefined by the
distances to the target.

Given an attack plaz, we let auxiliary variablesiis,(z) describe how many
defensive channels that should be allocated against thenees on each active path
(s,v) passing by. The values of these variables will comply withabove rules.

Specifically, the number of resources on each path, demfedffects the prob-
ability of success for each of these resources. We d&fisemaxer{n; : \t = 1}
to be the maximum number of resources travelling on a singémgement path.
Hence Ny is in the rangk =0, ... K.

We further define the parametdi, to be the orthogonal distance between a
targeti € Sand the engagement path v). For other targets with positions inside
the area of defense of targetthe distance to the mid-point of this path is used.
This is illustrated in Figure 5. Each active path is given mkraumber, where the
path closest to targéigets the highest rank, the second closest path gets thedsecon
rank, and so on. Closest path refers to the smallest disthgand is thus relative
to the target. This ranking will be used when the defenders cannot engapaths
passing by, but need to prioritize.

Fig. 5 To the left, an illustration of how the distance between a taage the active engagement
path is measured. To the right, an example of how the design paresfgt and 6 affect the
probability pk,,.

4.2 Specification of the Objective

The probability for a resource to survive as it passes byetarg Stowards target
se Son path(s,v) is a function of the distancgs, and the number of resourchlg,

on the path, which are both a direct consequence of the gitaok. The obvious
way to model this dependence would be to demand values feueti combinations
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as input data, but this is practically impossible. We indtedroduce an analytic
expression, based on batfy, andN,.

Let p}‘_w be the probability for a resource to successfully pass bydafensive
channel of target These probabilities are derived from the valuepgffor tactics
t € T where allk = resources are sent from the same arigle= 1). Since this is
only relevant for targets i, we denote thipj for alli € Sandk=1,...,K.

‘ diss Bik
P = 1— 1—? (1 6k pik)
I

Here,p; is the radius of defense, whifgy and 8 are design parameters that model
the defensive capacities of targetgainst different numbers of resourdes
The rightmost plot in Figure 5 shows the probabiliigyV on the y-axis as a func-
tion of the distancég, on the x-axis. Here, the probabilityx = 0.7 is used, and the
solid line corresponds to parameter valBggs= 1 and8 = 1. The dash-dotted line
is obtained when the value 6}, is changed to 0.95. The two dashed curves corre-
spond to the values of 1.5 and 2 respectively for paranfateln all, this expression
for pk, shows a reasonable behaviour. By = 0, its value becomeSy - pik and
for disy = pi the probability becomes 1. For distances in-between, thenpaterix
is used to model the effectiveness of the defensive systdargsti. _
Now finally, the probability for a resource to survive as ispes by targate S
towards targes € Son path(s,v), given the attack plag, is

NS
@) = [ (Pls) ™

Here, the auxiliary variableX,, equalsuis,(z) if k = Ng, and zero otherwise. Since
Uisv(2), and thus alscmiks,, might be greater than one the probability of success de-
creases with the number of defensive channels assignec tenagement path.
This is realistic as the defensive channels can be seenggdandent, and the prob-
ability for a resource to survive two channels should be tobdability of surviving

them both. The general formula (1) now becomes

K Kk

) Vi uky
pih(2) = 1—5[1—psies|;!5}kr| (pls) ™1™

=1

The values of the variabla,, are dependent on the entire attack pa®nce
their values are known, it is however straightforward tdeate the objective of the
generic model.
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4.3 An lllustrative Example

Consider a single defendéras illustrated in Figure 6. We name all patissv)
intersecting the area of defense in accordance with thel, that is, the path with
rank 1 is named path 1, and so on. Notice that one of the engadeaths never
intersects the area of defense, and it is therefore neveideEned when the residual
defensive channels are assigned. We assume that at mostriethanight be used
against a single engagement path (Fe= 3).

(Outside area
of defense)

Fig. 6 A situation where multiple engagement paths intersect the didefense for a target

Assume first that at most 4 different engagement paths miglengaged (i.e.,

Gi = 4), and that there are 5 residual defensive channelsji.e-,5). Consider the
case where all four paths passing by tatigate active (i.e.B; = 4), that is, at least
one resource is following each path. Under the given assanmptall paths should
be engaged and first each path gets one defensive channetllagkinst it. The
remaining channel is assigned to the path closest to thettanyich is path 1. The
variablesuis, here take the valuag; = 2, Ui = 1, Uiz = 1 andujz = 1.

In the case thaB; or G; decreases to 3, targetan only engage 3 engagement
paths. FoB; = 4 andG; = 3, the path most far away will no longer be engaged. The
residual defensive channels are then distributed as fellaw= 2, ujp = 2, uiz3 =1
andujg = 0. If B; = 3 andG; = 3 (or 4), then only three engagement paths are active.
Depending on which path that is not active, the other patasssigned defensive
channels like before, with respect to rank. Assume that fanmgple path 2 is not
active, in which case we gatj; = 2, Ui = 0, Uuj3 = 2 andujs = 1.

Finally, if B; < 2, all defensive channels cannot be assigned to an engagemen
path, sinces = 3. With only one (or none) active path, at m@tF <1-3=3
channels could be assigned. For example, if only path 3iigeagte obtainu;j; =0,

Ui = 0, Uiz = 3 andujz = 0.
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5 Heuristic Solution M ethods

A problem like this, with only a few constraints (one atta@k parget and shared
resources) and a non-convex objective function, is wetksluior meta-heuristics.
Throughout this section, we base our work on the followirguasptions:

1. The number of available resources is limited, that iss itdt possible to use the
maximal number of resources against every target.
2. Itis optimal to use all available resources.

The first assumption is reasonable, since otherwise thégumab reduced to choos-
ing between tactics 3 and 5, either assigning all resounceélseosame path or split-
ting them on three different paths. (One would however sékd to figure out the
optimal combination of tactics and angle of attack for eachet, and this would be
a non-trivial problem.) The second assumption is very neasle and simplifies the
work of defining neighbourhoods and setting up heuristiesubs.

5.1 Local Search

Given a feasible solution to the generic modelfound by some heuristic scheme,
one could try to improve it locally, that is, to perform a lbsaarch.

For this problem, where a solutiastates which tactitand anglav to be used
for each targes, it is straightforward to test all feasible anglesc Wy for the
assigned tactit, one target at a time, and save the best improvement (if &hgn,
if an improvement is made, one can repeat the same proceass(sigae one target
is now attacked from a different angle, and further improgata might be possible)
until the process converges.

At the same time as one tests all angles, one can also switaleére the tac-
tics that use the same number of resources, hence conséneirmyerall usage of
resources (assumed to be at its upper limit).

A limitation of this local search procedure is that the aditian of resources to
targets is never changed. Even so, this procedure has ptowenan effective tool
for finding good solutions, for almost any starting solutias long as the allocation
of resources to targets is close to the optimal one.

5.2 A Constructive Heuristic

An intuitive strategy is to iteratively augment a partialiimn, adding one extra
resource in each iteration. It seems plausible that thengpsolution using, say, 8
resources is close to the optimal solution for 7 resources.

Provided a feasible solution usihg> 0 resources, denoteg, we seek a solu-
tion z,1. This is done by considering one target at a time, adding eseurce if
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not K = 3 resources are already in use for this target, and thenrparfg a local
search. The best such augmentation, over all targets, é&lsawd returned as the
new solutionz, 1. The augmentation with one resource at a time is repeatéld unt
the available number of resources is reached. The cost ttingstic will increase
with respect to the number of targets, since it performs onallsearch per target.

Note that this constructive heuristic can be applied to &agible starting solu-
tion. Further, if the initial solution is near-optimal feirresources, then it is likely
that the augmented solution is also near-optimal, but now fol resources.

As a bonus, this approach will generate Pareto-like salstistating the expected
outcome of an attack for different numbers of resourcesclvaiso yields marginal
values for additional resources with respect to the expemtiicome. This informa-
tion is useful when choosing the number of resources to usarfattack. As will
be seen in the forthcoming results, the gain in expectedooutcof an additional
resource decreases as a function of the number of resoureadyain use.

5.3 Simulated Annealing

A popular meta-heuristic, which is easy to implement, isudated annealing. The
basic idea, which makes it a meta-heuristic and not a locaickemethod, is to
accept solutions which are non-improving in order to esdapal optima. This is
done by chance, and the probability to accept a non-impgovaiue is related to
the change in objective value from the current solution &rtew one.

Also, in order to assure finding a local optimum, the probgbdf accepting
worse solutions decreases over time. This is done by a tatypeiparameter, which
decreases as the iterations goes by. A simulated annealorgach is successfully
used for a weapon-target allocation problem in [1].

In order to apply a simulated annealing approach, we neeefioeda neighbour-
hood for a solutiore. Under the assumptions stated above, all we need is to work
with feasible attack plans that use all available resources. Hence we define five
neighbourhoods of an attack plandenoted\k(z), in the following ways.

1. The angle of attacl is changed for one targstand tactict in the attack plan,
that is,Zgw — Zgw.

2. The tactic against one target is changed by switchingdmmtwne angle and mul-
tiple angles, that iszgw — Zgw. If necessary, the reference anglas adjusted.
For example, instead of two resources attacking from theesangle, they attack
from different angles. Notice that the number of resouroeslved in the attack
is still the same though.

3. Pick two targets at random and switch their tactics andeamigattack. For ex-
ample, variablegst,w, andzs,,w, becomezs t,w, andzs,,w, instead.

4. Pick two targets at random and exchange their angle ofkatieor example,
variableszs i, w, andzs,,w, becomezs t,w, andz,,w, instead.

5. Pick two targets at random, which do not use the same nuofbersources,
and change to new tactics which increase/decrease the nofesources used
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respectively. For example, one target is changed to bekatidny two resources
instead of one, while another target is attacked by two ressunstead of three.

The use of multiple neighbourhoods provides diversity todbarch, and by repeat-
edly changing between them all feasible solutions can kehezh Notice that neigh-
bourhoodNs is crucial, since without it the number of resources alledaagainst
each target would remain fixed to that of the initial solutibroughout the search.

The implemented simulated annealing heuristic consistaitér and inner iter-
ations. At the end of each outer iteration the temperatude@eased (from the
initial temperature ® and with the cooling factor.@). In each outer iteration,
we cycle once through the different neighbourhoods, adegrtb the sequence
{5,2,1,3,4,1,5,2,1}. For each of these, we perform 100 evaluations of neighbours
During the search, we keep track of the overall best foundtisol.

6 Numerical Experiments

The optimistic and pessimistic models presented in Sext®bs and 3.3, respec-
tively, are easily solved using a linear integer prograngmsolver, in our case

CPLEX. They provide upper and lower bounds on the true optuadae, and these

are found in fractions of a second. In order to improve theelolound, the pes-
simistic solution provided by the solver is simply evaluhtesing the true objective
function. This step improves the bound significantly ands$s énstant. Moreover,

if a local search, as described above, is performed fromeklsimistic solution, an

even better solution can be found. This is fairly inexpeasind improves the bound
in most cases.

The constructive heuristic is initiated with the locallypnoved pessimistic so-
lution obtained fork = 2 resources. It is then applied to find a solution with the
available number of resources. The procedure should geneear-optimal solu-
tions to the cost of at most one application of the local se@rocedure for each
target and each new resource.

The simulated annealing method is applied as describedditioBes.3. This is a
fairly time-consuming method, but is likely to produce tlodusions of best quality.

6.1 Case 105

The test case, called Case 105, includes 2 targets with skefiamd 5 other targets,
which are positioned as shown in Figure 7. One unit step ipitterre corresponds
to 1 km. The targets with defense are positioned 10 km apadteach of them has
a defensive radius of 10 km. The distances between the $aageB800-500 meters.
When modelling the problem, a coarse angle discretizatidr?@ngles is used.

We define three different reward settings for the targetselting I,rs = 0 for
se Sandrs =1 for se S\ S that is, there is no reward for the defenders and the
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Case 105: 2 Defender units and 5 Target units

L L L L L
-5 0 5 10 15 20

Fig. 7 Test case 105, with 2 defenders and 5 other targets.

same reward for every other target. Although this settirgsdwt reward the targets
with defense, it might still be optimal to attack the defersda order to reduce their
defensive capabilities and thus increase the overall ibwhthe attack. In reward
setting Il,rs =1 for s€ Sandrs = 2 for s€ S\ S so that the defenders are also
considered valuable but only second to the other targetsetiing Ill, rs = 1 for
se Sandrs =5 for se S\ S which differentiates the two types of targets more.
Below, we present and analyze the result for the differemérd settings.

6.2 Results for Case 105

In Figure 8 we see a graphical representation of the bestlfsolution for Case 105
with reward setting Il and 14 resources available. Botleddérs, numbers 1 and 2,
are attacked by tactic 5 which means 3 resources from diffelieections. Targets 5
and 6 are attacked using tactic 4, where 2 resources at@aokdpposite directions.
Target 3 is attacked using tactic 2, that is, 2 resources ffmnsame direction,
indicated by the dashed line. Finally, targets 4 and 7 aaele¢d by single resources.
The solutions are not always intuitive at first glance. Farsgle, one of the at-
tack paths toward target 1 intersects the defensive areagwtt2 for a long distance,
and vice versa. Is it not better to attack with all 3 resoufo@s the same angle and
avoid the defense of the other defenders? The explanatiogisal. Consider the
resource attacking defender 1. By travelling inside thedsif/e area of defender 2,
some of the defender’s defensive capability will be alledadgainst this resource.
As one of three resources taking part of the attack againgettd, the total ex-
pected probability of success will be quite high even thotlis specific resource
faces great danger. In this way, the defensive capabititiagable for target 1 to use
against other resources are reduced, and the overall expeatcome will gain.
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Expected Reward: 26.973525 out of 27 [99.9019%]
‘

Resources: 14 out of 14

Fig. 8 Test case 105, with 2 defenders and 5 other targets. Best solatid4 fesources.

Figure 9 shows a graphical representation of the best foolntien for the same
case but with 17 resources available. The objective valimpsoved somewhat.

Expected Reward: 26.988954 out of 27 [99.9591%]

Resources: 17 out of 17

Fig. 9 Test case 105, with 2 defenders and 5 other targets. Best solatiii fesources.

The use of reward setting | (i.e. reward 0 for defenders anéne 1 for other
targets), render the result seen in Figure 10. The x-axiesepts the number of
resources available and the y-axis the corresponding thgecalues. The two
outer dash-dotted lines represent the upper and lower Isptespectively, found by
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Case 105: 2 Defenders (r=0), 5 Other Targets (r=1)
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Fig. 10 Test case 105, with 2 defenders and 5 other targets.

CPLEX, where the pessimistic solutions have been evalusid) the true objec-
tive function. The single dots represent the pessimistizeggiven by CPLEX. The
dashed line with dots is the locally improved pessimistiasons. We can see that
the improvement is substantial for most numbers of resoudes dash-dotted line
with squares shows the best found solutions from the simdilahnealing heuris-
tic. The solid line with circles shows the result of the constive heuristic. These
solutions are in general the best ones found, but sometimadated annealing
solutions are equally good.

For reward settings Il and Ill, a similar behaviour can beestsd in Figure 11
and Figure 12, respectively. Obviously, the objective galdiffer due to the differ-
ent reward settings, but the overall trend is the same.

We conclude this section with some remarks. The behaviowerig similar for
the different reward settings. The optimistic and pesgimisounds are not tight
for 5-10 resources, but a local search from the pessimighigien improves the
situation. For Case 105, with only 7 targets, using more #ranond 15 resources is
not very interesting, and, as can be seen in the graphs, timeisic and pessimistic
bounds are then tight.

The simulated annealing algorithm performs very well, anaviges solutions
comparable with the constructive heuristic approach, buéquires comparably
long time even for a moderate number of resources. Mos#yctimstructive heuris-
tic finds the best found solution, and it is beaten by the siteal annealing method
on only single occasions, but it requires even more time tharatter algorithm
when considering many resources.
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Case 105: 2 Defenders (r=1), 5 Other Targets (r=2)
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Fig. 11 Test case 105, with 2 defenders and 5 other targets.

Case 105: 2 Defenders (r=1), 5 Other Targets (r=5)
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Fig. 12 Test case 105, with 2 defenders and 5 other targets.
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6.3 Results for Larger Instances

In addition to Case 105, a number of different cases havediedied. These ranges
from 7 to 21 targets. Case 105 is a good representative fof tlem, with respect
to the behaviour of the heuristic solution approaches. IbleTd, we give mean
objective values for 12 different cases, with a varying nemdf resources. Here,
the objective values are normalized with respect to thendgtic value found for
each case.

Table 1 Normalized mean objective values for each method. Best valeds &oldface and sec-
ond best values are emphasized.

Resources
Method 5 10 15 20 25 30
Opt. CPLEX|1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Pess. Exact [0.6702 0.7691 0.8399 0.8894 0.9209 0.9463
Pess. Local (0.6893 0.8300 0.9023 0.9522 0.9737 0.9834
Constr. Heur]0.6999 0.8599 0.9382 0.9852 0.9941 0.9988
Sim. Ann.  |0.68450.8545 0.9369 0.9840 0.9918 0.9940

For larger instances, with 10-20 targets, the quality ofdpgmistic and pes-
simistic bounds are not as good as for smaller instances.ugfgest that the pes-
simistic bound is tight for up to 10 resources, and that thength of the optimistic
bound improves with an increasing number of resources rfstainces where 10-20
resources are available, none of the bounds seems to be tight

The constructive heuristic is the most stable of all solutieethods, providing
high quality solutions for all different scenarios and resvaettings. The simulated
annealing method is also very successful. Because of thge daltulation times
required for a single run of the simulated annealing metitad,only competitive
with the constructive heuristic approach when seekingglesisolution for a specific
and quite large number of resources. Otherwise, the catisteltheuristic provides
both better calculation times and solution quality, witk tportant extra feature
of providing a range of solutions, one for each number of ueses. In all, the
constructive heuristic is the clear winner.

7 Conclusions and Future Work

We have introduced and defined a mission planning problenerfeigc mathemat-
ical model of the problem is presented, and the complex tigetunction is ana-
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lyzed in detail. The generic model can be approximated iemi@derive optimistic
and pessimistic models. Such models are an important toce $hey provide upper
and lower bounds on the optimal value, hence limiting thesaiainty of the quality
of solutions.

However, in order to solve problem instances of realistiesi it is necessary to
use heuristic methods. We have proposed a constructivestiemnethod and a sim-
ulated annealing heuristic to solve this difficult probléfhe methods were tested
on a set of problem instances, and the results are very prgmibhe constructive
heuristic method has good solution times, while solutiomes are relatively long
for the simulated annealing algorithm.

All methods are generic and can handle different scenaapshke defender’s
strategy. It is sufficient to provide a black-box functionctdl whenever the objec-
tive needs to be evaluated. Hence, if the assumptions inoBetare inadequate, or
needs to be modified in any way, the given framework will §@llapplicable.

This paper has focused on the development of a planningsysily considering
target scene parameters such as target location and defesteen description, and
how the defense reacts upon attack. Resource performanegasnly included in
the analysis but just in the sense of a static set-up of effedarget as a function
of tactics, and the ability to survive in a surface-to-aifesse system environment.
This approach complies with future command and controlridoes which promote
a separation of effect planning and resource allocationrhey.

To extend the mission scope we can include planning aspéctte glatform.
Route planning can be conducted in a flexible way with its oljectives to con-
clude the overall mission success. Obvious aspects areniing radar cross sec-
tion exposure during route phase, and minimize time to tatbat is, to explore
hiding possibilities or by clever surveillance tacticsidgrthe cruise phase. An ob-
vious continuation from our work within this paper, is to @stigate the coupling
between route and effect planning. If this is solved properlarge step is taken to
control and comprise vital aspects of ground attack plannin

Further, firing platforms must not be given in advance, imdtemaximizing the
effect of the target area can be the driver to find the bediopras from a larger set.
Based on this fact, future work could address at least twaoolsvscenarios. The
firstis when the target scene is known and there is a predefinatber of platforms
where route planning is included in the overall mission. Acs®l scenario is to
consider when several platforms are available. In this easenust allocate good
firing units from a set of platforms but also decide firing piosi and route planning.
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