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Introduction

When we have a very large scale problems and /or special structured
linear programming problems

Example having many thousands of rows and unlimited number of
columns.

In such problems some methods must be applied to convert the
problem into one or more small problem of manageable size.

Application of decomposition principle (Dantzig Wolfe, Benders and
Lagrangian relaxation techniques) can do this.
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Introduction Cont..

The problem can have manageable size, but with some constraints
posses a special structure that permits efficient handling

We can partition the problem into two sets

General or complicating constraints and special structure and
Constraints having special structure

The linear program over general constraints is called the MASTER
problem and with special constraints is called SUBPROBLEM

The Master Problem passes down a continually a revised set of cost
coefficients (or prices) to the Subproblem and receives from
subproblem a new column/columns based on cost coefficients

This procedure is called a column generation method or a price
directive algorithm
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The Decomposition Algorithm.

Consider the linear problem where X is a polyhedral set representing
special structured constraints, A is na m × n matrix, and b is an
m−vector:

Minimize cx

subject to Ax = b

x ∈ X

By assuming X is nonempty and bounded, the any point x ∈ X can
be represented as a convex combination of the finite number of
extreme points of X
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The Decomposition Algorithm Cont..

Denoting these points by x1, x2, ..., xt any x ∈ X can be represented as

x =
t∑

j=1

λjxj

t∑
j=1

λj = 1

λj ≥ 0, j = 1, ..., t
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The Decomposition Algorithm Cont.

This can be transformed into MASTER problem in the variables
λ1, λ2, ..., λt

Minimize
t∑

j=1

(cxj)λjxj

Subject to
t∑

j=1

(Axj)λj = b (1)

t∑
j=1

λj = 1 (2)

λj ≥ 0, j = 1, ..., t (3)

t is a number of extreme point and is usually very large

Explicit enumeration and solving extreme points is an onerous task
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Summary of the Decomposition Algorithm

INITIALIZATION STEP

Find an initial basic feasible solution for the system defined by
equation 1,2 and 3. Let the basis be B and from the following
master array where (w , α) = ĉBB

−1
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Summary of the Decomposition Algorithm Cont..

MAIN STEP

1. Solve the following subproblem:

Maximize (wA− c)x + α

Subject to x ∈ X

Let xk be an optimal basic feasible solution with objective
value zk − ĉk . If zk − ĉk = 0 stop; the basic feasible solution
of the last master step is an optimal solution to the overall
problem. Otherwise, go to step 2
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Summary of the Decomposition Algorithm Cont..

2. Let

yk =

[
Axk

1

]
and adjoin the updated column[

zk − ĉk
yk

]
to the master array. Pivot at yrk where the index r is
determined as follows:

br
yrk

= min
1≤i≤m+1

{
b

yik
: yik > 0

}
This updates the dual variables, the basis inverse and the
right hand side. Repeat step 1 using the resulting updates
master array.
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Calculation and Use of the Lower Bound

The decomposition algorithm stops when zk − ĉk = 0.

Due to very large number of variables (λ1, λ2, ..., λt), continuing until
this condition is satisfied may be time consuming for large problem.

Since the decomposition algorithm generates feasible points having
non worsen objective values via the master problem

we have the sequence of non increasing upper bounds

Hence we may stop when the difference between the objective value
of the current feasible point and the available lower bound is within
an acceptable tolerance

This may not give the true optimal solution but may guarantee a
good feasible solution, within any desired accuracy from the optimum.
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Calculation and Use of the Lower Bound cont...

Consider the following subproblem:

Maximize (wA− c)x + α

subject to x ∈ X ,

where w is the dual vector passed from the master step.

Let the optimal objective value of the foregoing subproblem be
zk − ĉk .

Let x be any feasible solution to the overall problem, that is Ax = b
and x ∈ X . By definition of zk − ĉk , and because x ∈ X , we have

(wA− c)x + α ≤ zk − ĉk

Ax = b implies that

cx ≥ wAx − (zk − ĉk) + α = wb + α− (zk − ĉk) = ĉBb − zk − ĉk .
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Calculation and Use of the Lower Bound cont...

Since this is true for each x ∈ X with Ax = b, then

min
Ax=b;x∈X

cx ≥ ĉBb − (zk − ĉk)

In other words, ĉBb − (zk − ĉk) is a lower bound on the optimal
objective value for the overall problem.

Note ĉBb is the current best upper bound

However, the lower bounds generated need not be monotone and we
need to maintain the best (greatest) lower bound

Andongwisye John (Linkoping University) January 4, 2017 13 / 32



Numerical Example.

Consider the following problem

Note the third and fourth constraints involve only x1 and x2, whereas
the fifth and sixth constraints involve only x3 and x4.

If we let X consist of the last four constraints in addition to the
nonegativity restrictions

Then minimizing a linear function over X becomes a simple process
since the subproblem can be decomposed into two subproblems.
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Numerical Example cont...

Therefore, we shall handle the first two constraints as Ax ≤ b where

A =

[
1 0 1 0
1 1 0 2

]
and

b =

[
2
3

]
And then remaining constraints as x ∈ X

Note that any point (x1, x2, x3, x4) in X must have its first two
components and its last two components in respective sets X1 and X2

that are depicted in the figure 7.1
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Numerical Example cont...

Initialization Step

The problem is reformulated as follows, where x1, x2, ..., xt are the
extreme points of X , ĉj = cx for j = 1, .., t and s ≥ 0 is the slack
vector
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Numerical Example cont...
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Numerical Example cont...
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Numerical Example cont...
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Numerical Example cont...
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Numerical Example cont...
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Numerical Example cont...
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Numerical Example cont...
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Numerical Example cont...
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Numerical Example cont...
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Numerical Example cont...
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Numerical Example cont...
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Numerical Example cont...

Andongwisye John (Linkoping University) January 4, 2017 28 / 32



Numerical Example cont...
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Inequality Constraints

Consider the following problem

Minimize
t∑

j=1

(cxj)λjxj

Subject to
t∑

j=1

(Axj)λj ≤ b

t∑
j=1

λj = 1

λj ≥ 0, j = 1, ..., t

If there is a convenient x1 ∈ X with Ax1 ≤ b, then the following basis
is at hand, where the identity corresponds to the slack vector s ≥ 0
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Inequality Constraints Cont..
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equality Constraints

In this case m + 1 artificial variables can be introduced to form the initial
basis, and the two-phase or the big-M method can be applied
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