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Abstract

We establish new necessary and sufficient conditions for the discreteness of spectrum and strict positivity of magnetic Schrödinger operators with a positive scalar potential. They extend earlier results by Maz’ya and Shubin (2005), which were obtained in case when there is no magnetic field. We also derive two-sided estimates for the bottoms of spectrum and essential spectrum, extending results by Maz’ya and Otelbaev (1977). The main idea is to optimize the gauge of the magnetic field, thus reducing the quadratic form to one without magnetic field (but with an appropriately adjusted scalar potential).

1 Introduction and main results

The main object of this paper is the magnetic Schrödinger operator with the Dirichlet boundary conditions in an open set $\Omega \subset \mathbb{R}^n$. This operator has the form

$$
H_{a,V} = -\sum_{j=1}^{n} \left( \frac{\partial}{\partial x^j} + ia_j \right)^2 + V.
$$
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where \( a_j = a_j(x), V = V(x), x = (x^1, \ldots, x^n) \in \Omega \). We assume that \( a_j \) and \( V \) are real-valued functions, \( V \geq 0, V \in L_{loc}^1(\Omega) \) and \( a \in L_{loc}^\infty(\Omega) \), i.e. for every \( j = 1, \ldots, n \) we have \( a_j \in L_{loc}^\infty(\Omega) \) and the extension of \( a_j \) by 0 to \( \mathbb{R}^n \setminus \Omega \) is in \( L_{loc}^\infty(\mathbb{R}^n) \).

Denote also

\[
\nabla_a u = \nabla u + iau = \left( \frac{\partial u}{\partial x^1} + ia_1 u, \ldots, \frac{\partial u}{\partial x^n} + ia_n u \right),
\]

and define the quadratic form

\[
\tag{1.2} h_{a,V}(u, u) = \int_\Omega (|\nabla_a u|^2 + V|u|^2) dx
\]

on functions \( u \in C_0^\infty(\Omega) \). Then we can define the operator \( H_{a,V} \) by the closure of this quadratic form in \( L^2(\Omega) \). This closure exists [6].

In this paper we will discuss criteria for the discreteness of spectrum and strict positiviity of \( H_{a,V} \) in \( L^2(\Omega) \), as well as two-sided estimates for the bottoms of the spectrum and essential spectrum. For the discreteness of spectrum criteria the requirement \( V \geq 0 \) can be replaced by the semi-boundedness of \( V \) from below.

We will say that \( H_{a,V} \) has a discrete spectrum if its spectrum consists of isolated eigenvalues of finite multiplicities. It follows that the only accumulation point of these eigenvalues is \(+\infty\). Equivalently we may say that \( H_{a,V} \) has a compact resolvent.

Our first goal is to provide a direct necessary and sufficient condition for the discreteness of the spectrum of \( H_{a,V} \). Another condition was established in [4]. The difference between them is that the condition in [4] almost completely separates electric and magnetic fields, whereas the condition in this paper, which is otherwise simpler, is based on a combined characteristic of the fields. Both conditions use Wiener capacity as was originated by A. Molchanov [15] and later developed by V. Maz'ya (see [8]) for the usual Schrödinger operator without magnetic field. (See also [12, 13] for more recent results and references.)

We will denote the Wiener capacity of a compact set \( F \subset \mathbb{R}^n \) by \( \text{cap}(F) \). By \( Q_d \) we will denote a closed cube with the edges of length \( d \), which are parallel to coordinate axes. In case \( n = 2 \) the capacity of \( F \subset Q_d \) will be taken with respect to \( \bar{Q}_{2d} \), the interior of \( Q_{2d} \).

Let \( P \in \mathbb{C}[x] \), i.e. \( P \) is a polynomial in \( x^1, \ldots, x^n \) with complex coefficients. We will call it generic on \( Q_d \) if \( 0 \) is not a critical value of the map \( P : U \rightarrow \mathbb{C} \cong \mathbb{R}^2 \) for a neighborhood \( U \) of \( Q_d \) in \( \mathbb{R}^n \). This means that the gradients of \( \text{Re} \, P \) and \( \text{Im} \, P \) are linearly independent on the null-set of \( P \), i.e on the set

\[
U \cap P^{-1}(0) = \{ x | x \in U, P(x) = 0 \}.
\]

Then this set is a non-singular algebraic submanifold of real codimension 2. It follows that its capacity is \( 0 \) (see e.g. [14, 9]). By the Sard Lemma, for any given polynomial \( P \), the polynomial \( P + c \) will be generic on \( Q_d \) for almost all
c ∈ C. It follows that the set of generic (on \( Q_d \)) polynomials of a fixed degree is an open and dense set in the set of all polynomials of this degree.

It is clear from the remarks above that generic polynomials form a dense set in \( C^∞(Q_d) \).

Now we will formulate our main discreteness of spectrum result.

**Theorem 1.1** 1) Let \( d_0 > 0 \), and let \( \gamma = \gamma(d) \) be defined for \( d ∈ (0, d_0) \), take values in \( (0, 1) \) and satisfy the condition

\[
\limsup_{d \to 0} d^{-2} \gamma(d) = +∞.
\]

Then the spectrum of \( H_{a, V} \) in \( L^2(Ω) \) is discrete if and only if for every \( d ∈ (0, d_0) \)

\[
\inf_{F \omega} \int_{Q_d \setminus F} \left( \left| \nabla \omega(x) + a(x) \right|^2 + V(x) \right) dx → +∞ \quad \text{as} \quad Q_d → ∞,
\]

where \( F \) runs over compact sets, such that

\[
Q_d \setminus Ω ⊂ F ⊂ Q_d
\]

and \( F \) satisfies the negligibility condition

\[
cap(F) ≤ γ(d) \cap (Q_d),
\]

\( ω \) runs over complex valued functions from \( C^∞(Q_d \setminus e) \), where \( e \) is a compact set such that \( e ⊂ \text{Int} F \) (\( e \) depends on \( ω \)), \( |ω(x)| = 1 \) for every \( x ∈ Q_d \setminus e \). Here \( Q_d → ∞ \) means that the cube \( Q_d \) goes to infinity with fixed \( d \).

2) The same is true if \( ω \) runs over all functions of the form \( P/|P| \) where \( P \) is a generic polynomial with complex coefficients on \( Q_d \), defined on \( Q_d \setminus P^{-1}(0) \). (In this case the test functions \( ω \) and sets \( F \) are taken independently.)

The conditions above taken with different functions \( γ \) are equivalent.

**Remark 1.2** If for a fixed cube \( Q_d \) there are no compact sets \( F \) satisfying the conditions (1.5) and (1.6), then the infimum in (1.4) is naturally declared to be \( +∞ \). In other words, in (1.4) we can restrict ourselves to cubes \( Q_d \) which are essentially in \( Ω \) i.e. have negligible intersection with \( \mathbb{R}^n \setminus Ω \) in the sense that

\[
cap(Q_d \setminus Ω) ≤ γ(d) \cap (Q_d).
\]

**Remark 1.3** The advantage of the second part of Theorem 1.1, as compared with the first one, is that the test sets \( F \) and functions \( ω \) run over the corresponding families independently. However it has a disadvantage too: the integral in (1.4) can be \( +∞ \) if \( P^{-1}(0) \cap (Q_d \setminus \text{Int}(F)) \neq ∅ \). It is easy to see that it is indeed \( +∞ \) if \( P^{-1}(0) \cap \text{Int}(Q_d \setminus F) \neq ∅ \). So this situation can be excluded from the consideration in (1.4) since we are only interested in the infimum. However the integral can also be \( +∞ \) if \( P^{-1}(0) \cap \text{Int}(Q_d \setminus F) = ∅ \), but \( P^{-1}(0) \) intersects with the boundary of \( Q_d \setminus F \).
Remark 1.4 We can locally represent $\omega$ in the form $\omega = e^{i\phi}$, where $\phi$ is a locally defined real-valued $C^\infty$ function. We can in fact consider $\phi$ as a globally defined function with values in $\mathbb{R}/2\pi\mathbb{Z}$. Then $\nabla \phi = \nabla \omega/(i\omega)$, and we see that taking infimum over $\omega$’s in (1.4) is a way of minimizing over different gauges.

Theorem 1.1 extends the main result of [12] to the case of magnetic Schrödinger operators. (To get the discreteness of spectrum result of [12] we can take $a \equiv 0$ and observe that then $\omega \equiv 1$ minimizes the integral in the left hand side of (1.4).) More general test bodies were considered in [12] instead of cubes, and $V$ was allowed to be a positive Radon measure, which is absolutely continuous with respect to the Wiener capacity (instead of a positive locally integrable function). These results can be also extended to the magnetic Schrödinger operators without additional difficulties. We have chosen the simplest case for our exposition to make it more transparent.

Another necessary an sufficient condition of the discreteness of spectrum for the magnetic Schrödinger operators, obtained in [4], is different in the nature of characterization of magnetic fields, and it allows only small negligible sets (i.e. small $\gamma$’s), so it does not extend the result of [12], unlike Theorem 1.1. The same applies to the positivity results below.

Now we will formulate our main positivity result. We will say that the operator $H_{a,V}$ is strictly positive if its spectrum is contained in $[\lambda, +\infty)$ for some $\lambda > 0$. This is equivalent to the estimate

$$\int_{\Omega} |u|^2 \, dx \leq \lambda^{-1} h_{a,V}(u, u), \quad u \in C_0^\infty(\Omega).$$

(1.7)

Theorem 1.5 Let us choose an arbitrary $\gamma \in (0, 1)$. The operator $H_{a,V}$ with $V \geq 0$ is strictly positive if and only if the following condition is satisfied: there exist $d > 0$ and $\kappa > 0$ such that for every $Q_d$

$$d^{-n} \inf_{F \subset Q_d} \int_{Q_d \setminus F} \left( \frac{\nabla \omega(x)}{i\omega(x)} + a(x) \right)^2 + V(x) \, dx \geq \kappa,$$

(1.8)

where $F$ runs over compact sets, such that $Q_d \setminus \Omega \subset F \subset Q_d$ and $F$ satisfies the negligibility condition $\text{cap}(F) \leq \gamma \text{cap}(Q_d)$, $\omega$ runs over functions from $C^\infty(Q_d \setminus \epsilon), \epsilon \in \text{Int } F$, $|\omega(x)| = 1$ for all $x \in Q_d \setminus \epsilon$.

Conditions on $\omega$ can be replaced by saying that $\omega = P/|P|$ where $P$ is a generic polynomial in $Q_d$ (and then $\omega$ is taken independently of $F$).

If $H_{a,V}$ is strictly positive, then in both cases the condition (1.8) is in fact satisfied for all sufficiently large $d$ (with the same $\kappa$).

As in Theorem 1.1, we declare the infimum in (1.8) to be $+\infty$ if there are no $F$’s satisfying the conditions above.

In Sections 5 and 7 we will establish two-sided estimates for the bottoms of the spectrum and the essential spectrum of $H_{a,V}$ in terms of capacitory interior diameter. These results imply Theorem 1.5 and a weaker version of Theorem 1.1,
with $\gamma$ independent of $d$. They extend and improve earlier results by V. Maz'ya [10], V. Maz'ya and M. Otelbaev [11] (see also Sect. 12.2 and 12.3 in [8]).

For the Dirichlet Laplacian $H_{0,0} = -\Delta$ in domains $\Omega \subset \mathbb{R}^n$, stronger two-sided estimates for the bottom of spectrum and essential spectrum (with explicit constants in the estimates) were obtained in [13] (see also more references and history there). These estimates are given in terms of the interior capacitary radius.

In the last Section 8 we provide a special class of magnetic Schrödinger operators where positivity and two-sided estimates for the bottom of the spectrum can be found in more explicit terms: they reduce to a direct integral of the Schrödinger operators without magnetic field.

2 Sufficiency

In this section we will prove the sufficiency of the conditions, formulated in Theorem 1.1 for the discreteness of spectrum. We will start with some general preliminaries.

For any $u \in C^\infty(Q_d)$ denote $\omega = u/|u|$, which is a complex-valued function defined on the open set $Q_d \setminus u^{-1}(0) = \{x \in Q_d | u(x) \neq 0\}$, so $|\omega| = 1$ on this set.

Since $\nabla u = \omega(\nabla |u|) + |u|\nabla \omega + i|u|\omega u$, we have on $Q_d \setminus u^{-1}(0)$

$$|\nabla u|^2 = \left(\nabla |u| + |u| \left(\frac{\nabla \omega}{i\omega} + a\right)\right)^2 = |\nabla |u||^2 + \left|\left(\frac{\nabla \omega}{i\omega} + a\right)\right|^2 |u|^2$$

because $\nabla \omega/(i\omega)$ is real. Therefore,

$$h_{a,V}(u, u)_{Q_d} = \int_{Q_d} (|\nabla u|^2 + V|u|^2)dx = \int_{Q_d \setminus u^{-1}(0)}(|\nabla u|^2 + V|u|^2)dx$$

$$= \int_{Q_d \setminus u^{-1}(0)} \left(|\nabla |u||^2 + \left|\left(\frac{\nabla \omega}{i\omega} + a\right)\right|^2 V\right)|u|^2 dx,$$

where we took into account that $\nabla u = \nabla |u| = \nabla u = 0$ almost everywhere on $u^{-1}(0)$. We see that the function

$$\tilde{V} = V[\omega; a, V] = \left|\left(\frac{\nabla \omega}{i\omega} + a\right)\right|^2 + V$$

plays the role of an “effective potential”. It is defined on $Q_d \setminus u^{-1}(0)$.

Now we will apply arguments from Chapter 12 in [8] and also Section 3 in [4]. Standard compactness arguments show that to prove the discreteness of spectrum of $H_{a,V}$ it suffices to establish that for every $\varepsilon > 0$ there exist $d = d(\varepsilon)$, $R = R(\varepsilon)$ such that for every cube $Q_d$ with $\text{dist}(Q_d, 0) \geq R$

$$\|u\|_{L^2(Q_d)}^2 \leq \varepsilon h_{a,V}(u, u)_{Q_d}, \quad u \in C_0^\infty(\Omega).$$
The requirement $u \in C_0^\infty(\Omega)$ can be replaced by $u \in \text{Lip}_c(\Omega)$ (the set of Lipschitz functions with a compact support in $\Omega$) or by $u \in H^1_0(\Omega)$ (the Sobolev space of functions $u \in L^2(\Omega)$ with $\nabla u \in L^2(\Omega)$ and with a compact support in $\Omega$). Actually we do not need $u$ to be defined in $\Omega$: in each of the cases above we can equivalently consider $u$’s which are defined on $Q_d$ and vanish in a neighborhood of $Q_d \setminus \Omega$.

Below we will need the following lemma, which was proved by Maz’ya [7] (even in a more general case of a higher order analogue of the Dirichlet integral) and is a particular case of much more general Theorem 10.1.2, part 1, in [8] (see also Lemma 2.1 in [4] or Lemma 4.1 in [12] for simplified expositions, and Lemma 3.1 in [13] for a version with an explicit constant).

**Lemma 2.1** There exists $C_n > 0$ such that the following inequality holds for every complex-valued function $u \in \text{Lip}(Q_d)$ which vanishes on a compact set $F \subset Q_d$ (but is not identically 0 on $Q_d$):

$$\text{cap}(F) \leq \frac{C_n \int_{Q_d} |\nabla u(x)|^2 dx}{\frac{d^n}{d-n} \int_{Q_d} |u(x)|^2 dx}.$$  

(2.4)

The following Lemma is easily extracted from the arguments given in the proof of Lemma 12.1.1 in [8].

**Lemma 2.2** Let $v \in \text{Lip}(Q_d)$, $\tilde{V} \in L^1_{\text{loc}}(Q_d \setminus v^{-1}(0))$, $\tilde{V} \geq 0$. Then

$$\int_{Q_d} |v|^2 dx \leq \min \left\{ \frac{4C_n d^n}{\text{cap}(Q_d \setminus M_\tau)} \int_{Q_d} |\nabla v|^2 dx, \frac{4d^n}{\int_{M_\tau} \tilde{V} dx} \int_{M_\tau} \tilde{V} |v|^2 dx \right\}.$$  

(2.5)

where $\tau = \left( \frac{1}{4C_n} \int_{Q_d} |v|^2 dx \right)^{1/2}$, $M_\tau = \{ x \colon |v(x)| > \tau \}$, and $C_n$ is the constant from (2.4). (The last term in (2.5) is declared to be $+\infty$ if its denominator vanishes.)

**Proof of Lemma 2.2.** Since

$$|v|^2 \leq 2\tau^2 + 2(|v| - \tau)^2 \text{ on } M_\tau,$$

we have

$$\int_{Q_d} |v|^2 dx \leq 2\tau^2 d^n + 2 \int_{M_\tau} (|v| - \tau)^2 dx.$$  

Therefore

$$\int_{Q_d} |v|^2 dx \leq 4 \int_{M_\tau} (|v| - \tau)^2 dx.$$  

(2.6)

Using (2.6) and applying Lemma 2.1 to the function $u = (|v| - \tau)_+$, which equals $|v| - \tau$ on $M_\tau$ and 0 on $Q_d \setminus M_\tau$, we see that

$$\text{cap}(Q_d \setminus M_\tau) \leq \frac{C_n \int_{M_\tau} |\nabla (|v| - \tau)|^2 dx}{\frac{d^n}{d-n} \int_{Q_d} |u|^2 dx} \leq \frac{4C_n \int_{Q_d} |\nabla v|^2 dx}{\frac{d^n}{d-n} \int_{Q_d} |v|^2 dx}.$$
where $C_n$ is the constant from (2.4). Therefore

$$
(2.7) \quad \int_{Q_d} |v|^2 \, dx \leq \frac{4C_n d^n}{\text{cap}(Q_d \setminus \mathcal{M}_\tau)} \int_{Q_d} |\nabla v|^2 \, dx.
$$

On the other hand,

$$
\int_{\mathcal{M}_\tau} \tilde{V} |v|^2 \, dx \geq \tau^2 \int_{\mathcal{M}_\tau} \tilde{V} \, dx = \frac{1}{4d^n} \int_{Q_d} |v|^2 \, dx \cdot \int_{\mathcal{M}_\tau} \tilde{V} \, dx,
$$

hence

$$
(2.8) \quad \int_{Q_d} |v|^2 \, dx \leq \frac{4d^n}{\int_{\mathcal{M}_\tau} \tilde{V} \, dx} \int_{\mathcal{M}_\tau} \tilde{V} |v|^2 \, dx,
$$

where the right hand side is declared to be $+\infty$ if the denominator is 0.

The resulting inequality (2.5) follows from (2.7) and (2.8). □

**Corollary 2.3** There exists $C_n > 0$ such that the following holds. Assume that $v \in \text{Lip}(Q_d)$, $\tilde{V} \in L^1_{\text{loc}}(Q_d \setminus v^{-1}(0))$, $\tilde{V} \geq 0$. Then for every $\gamma \in (0,1)$

$$
(2.9) \quad \int_{Q_d} |v|^2 \, dx \leq \frac{C_n d^n}{\gamma} \int_{Q_d} |\nabla v|^2 \, dx + \frac{4d^n}{\inf_F \int_{Q_d \setminus F} \tilde{V} \, dx} \int_{Q_d \setminus v^{-1}(0)} \tilde{V} |v|^2 \, dx,
$$

where the infimum is taken over all compact sets $F \subset Q_d$ such that $\text{Int} F \supset v^{-1}(0)$ and $F$ satisfies the negligibility condition (1.6). If there is no such $F$’s, then we declare the infimum to be $+\infty$ and the last term itself to be 0. The last term in (2.9) is declared to be $+\infty$ if the infimum vanishes.

**Proof.** Assume first that $\text{cap}(Q_d \setminus \mathcal{M}_\tau) > \gamma \text{cap}(Q_d)$. Then Lemma 2.2 implies that

$$
(2.10) \quad \int_{Q_d} |v|^2 \, dx \leq \frac{C_n^{(1)} d^n}{\gamma \text{cap}(Q_d)} \int_{Q_d} |\nabla v|^2 \, dx = \frac{C_n^{(2)} d^n}{\gamma} \int_{Q_d} |\nabla v|^2 \, dx.
$$

In the opposite case $\text{cap}(Q_d \setminus \mathcal{M}_\tau) \leq \gamma \text{cap}(Q_d)$ we can use the second term in the braces in the right-hand side of (2.5) and replace the integral in the denominator by the infimum of such integrals over $Q_d \setminus F$ with the conditions on $F$ as formulated in the Corollary. (Note that in this case the family of admissible $F$’s is not empty because it includes $Q_d \setminus \mathcal{M}_\tau$.) We get then

$$
(2.11) \quad \int_{Q_d} |v|^2 \, dx \leq \frac{4d^n}{\inf_F \int_{Q_d \setminus F} \tilde{V} \, dx} \int_{Q_d \setminus v^{-1}(0)} \tilde{V} |v|^2 \, dx.
$$

Combining (2.10) and (2.11), we get (2.9) for arbitrary $\gamma \in (0,1)$. □

**Proof of sufficiency in Theorem 1.1.** 1) Let us apply (2.9) with $v = |u|$ where $u \in C_0^\infty(\Omega)$ and $\tilde{V}$ given by (2.2) with $\omega = u/|u|$. Note that the condition
Int $F \supset v^{-1}(0)$ implies that $\text{Int } F \supset Q_d \setminus \Omega$ because $\text{supp } v$ is a compact subset in $\Omega$. We see that to achieve (2.3) it suffices that the following two conditions are satisfied (for the same cube $Q_d$)

\begin{equation}
\frac{C_n d^2}{\gamma} \leq \varepsilon, \quad \inf_{F} \int_{Q_d \setminus F} V \, dx \leq \varepsilon,
\end{equation}

where $\gamma$ in the first inequality and in the negligibility condition (1.6) may depend upon $Q_d$ (and even upon $a$ and $V$ as well). Clearly, these inequalities will hold if we require that the first inequality holds together with the second one replaced by the stronger inequality

\begin{equation}
\frac{4d^n}{\inf_{F, \omega} \int_{Q_d \setminus F} V \, dx} \leq \varepsilon.
\end{equation}

Now we can take $\gamma = \gamma(d)$ satisfying (1.3) to see that it is sufficient that for for every $\varepsilon > 0$ there exists $d \in (0, d_0)$ and $R = R(d) > 0$ such that for every cube $Q_d$ with $\text{dist}(Q_d, 0) \geq R$

\begin{equation}
C_n d^2 \gamma(d)^{-1} \leq \varepsilon, \quad \inf_{F, \omega} \frac{1}{d^n} \int_{Q_d \setminus F} \tilde{V} \, dx \geq 4\varepsilon^{-1}.
\end{equation}

It is clear from (1.3) that we can choose $\varepsilon = \max\{C_n, 4\} d^2 \gamma(d)^{-1}$ along a sequence $d = d_k \to 0$ to conclude that the conditions (2.14) can be replaced by a single condition

\begin{equation}
\inf_{F, \omega} \frac{1}{d^n} \int_{Q_d \setminus F} \tilde{V} \, dx \geq d^{-2} \gamma(d), \quad \tilde{V} = \tilde{V}[\omega; a, V],
\end{equation}

which should be satisfied for all $d \in (0, d_0)$ and for distant cubes, i.e. when $\text{dist}(Q_d, 0) \geq R$, $R = R(d)$. This proves the sufficiency in the first part of Theorem 1.1, because (1.4) obviously implies (2.15).

2) Let us prove sufficiency in the second part of Theorem 1.1. We will argue as in the first part of this proof. Since the generic polynomials are dense in $C^\infty(Q_d)$ (in its standard Frechet topology), it suffices to establish that for every $\varepsilon > 0$ the estimate (2.3) holds for distant cubes $Q_d$. It follows that it is sufficient to require that there exists $d_0 > 0$ such that for every $d \in (0, d_0)$ the inequality (2.15) holds for distant cubes $Q_d$ (i.e. cubes with $\text{dist}(Q_d, 0) \geq R(d)$), for generic polynomials $u$ on $Q_d$, and with $\tilde{V} = \tilde{V}[\omega; a, V]$, where $\omega = P/|P|$, $P$ is another generic polynomial on $Q_d$, such that $P^{-1}(0) \cap Q_d$ is in the interior of $F$ with respect to $Q_d$, i.e.

\begin{equation}
\text{dist}(P^{-1}(0) \cap Q_d, Q_d \setminus F) > 0.
\end{equation}

According to the formulation of Theorem 1.1, part 2, we can assume that (2.15) is fulfilled if we allow arbitrary $\omega = P/|P|$, unrelated to $F$, i.e. if we abandon the condition (2.16). But then the infimum in (2.15) becomes smaller and we get a stronger condition. So both versions of (2.15) are satisfied, which ends the proof of sufficiency in Theorem 1.1. □
Remark 2.4 Let us denote the infimum in (2.15) by $I(\gamma)$, where we assume that $\omega = P/|P|$ and $F$ (satisfying (1.5) and (1.6)) are taken independently of each other. By $I(\gamma)$ we will denote the same infimum but with additional condition (2.16) imposed upon $P$ and $F$. Clearly, $I(\gamma) \leq I(\gamma)$.

On the other hand the inequality $I(\gamma) \leq I(\gamma')$ holds for any positive $\gamma' < \gamma$. This would follow if we prove that for every fixed $\omega = P/|P|$, where $P$ is a generic polynomial on $Q_d$, and for every compact $F'$, $Q_d \setminus \Omega \subset F' \subset Q_d$, with $\operatorname{cap}(F') \leq \gamma' \operatorname{cap}(Q_d)$, there exists a compact $F$, $Q_d \setminus \Omega \subset F \subset Q_d$, with $\operatorname{cap}(F) \leq \gamma \operatorname{cap}(Q_d)$, satisfying (2.16), such that

$$\int_{Q_d \setminus F} \tilde{V}[\omega; a, V]dx \leq \int_{Q_d \setminus F'} \tilde{V}[\omega; a, V]dx,$$

with the same $\omega = P/|P|$. The last inequality will be fulfilled automatically if $F \supset F'$. So we can take $F = F' \cup U$ where $U$ is the closure of a sufficiently small neighborhood of $P^{-1}(0) \cap Q_d$. Then the condition (2.16) will be satisfied. Besides, we can choose $U$ to have an arbitrarily small capacity because $\operatorname{cap}(P^{-1}(0)) = 0$. Then the inequality $\operatorname{cap}(F) \leq \gamma \operatorname{cap}(Q_d)$ will also hold due to subadditivity of capacity.

This argument shows that the condition (2.15) with independent $F$ and $\omega = P/|P|$ follows from the same condition with the additional requirement (2.16), but with an arbitrary smaller $\gamma$. (We can take e.g. $(1 - \kappa)\gamma(d)$ instead of $\gamma(d)$, where $\kappa > 0$ is arbitrarily small.) So these conditions are almost equivalent. In particular, the corresponding conditions (1.4) are equivalent.

Remark 2.5 Instead of the condition (1.4), it is sufficient to require a weaker condition (2.15). (The left hand side of (2.15) is not required to tend to $+\infty$ as $Q_d \to \infty$.) But, as we will see later, the stronger condition (1.4) is also necessary, so the conditions (1.4) and (2.15) are in fact equivalent for any $\gamma$, satisfying (1.3). In particular, it would follow that the above versions of the condition (2.15) are equivalent.

3 Necessity

In this section we will prove the necessity of the conditions formulated in Theorem 1.1 for the discreteness of spectrum.

1) Let us assume that $H_{a,V}$ has a discrete spectrum. This implies that for every $d > 0$

$$(3.1) \quad \inf_u \frac{h_{a,V}(u, u)_{Q_d}}{\|u\|_{L^2(Q_d)}^2} \to +\infty \quad \text{as} \quad Q_d \to \infty,$$

where the infimum is taken over all $u \in \operatorname{Lip}(Q_d)$, $u \neq 0$, $u = 0$ in a neighborhood of $Q_d \setminus \Omega$ (see e.g. Theorem 1.2 in [5]). Let us fix $d > 0$. Then (3.1) means that
for every $\varepsilon > 0$ there exists $R = R(\varepsilon)$ that for every cube $Q_d$ with $\text{dist}(Q_d, 0) \geq R$

\[(3.2) \quad \|u\|_{L^2(Q_d)}^2 \leq \varepsilon h_{a,V}(u, u)_{Q_d}, \quad u \in \text{Lip}(Q_d), \quad (\text{supp } u) \cap (Q_d \setminus \Omega) = \emptyset.\]

We would like to use this estimate with a test function $u = (1 - P_F) \omega$. Here $F \subset \mathbb{R}^n$, $\text{Int } F \supset Q_d \setminus \Omega$, $F$ is a regular compact set, i.e. $F$ is a compact subset in the cube $Q_{3d/2}$ (with the same center as $Q_d$) and $F$ is the closure of an open set with a smooth boundary; $P_F$ is the equilibrium potential of $F$; i.e. for $n \geq 3$ we have $P_F \in C(\mathbb{R}^n)$, $P_F = 1$ on $F$, $\Delta P_F = 0$ on $\mathbb{R}^n \setminus F$, $P_F(x) \to 0$ as $|x| \to \infty$, and for $n = 2$ we have $P_F \in C(\mathbb{R}^2)$, $P_F = 1$ on $F$, $\Delta P_F = 0$ on $(\text{Int } Q_{2d}) \setminus F$, $P_F = 0$ on $\mathbb{R}^2 \setminus Q_{2d}$; $\omega \in C^\infty(Q_d \setminus e)$, $|\omega(x)| = 1$ for all $x \in Q_d \setminus e, e \subset \text{Int } F$ and $F, \omega$ are chosen so that

\[(3.3) \quad \int_{Q_d \setminus F} \tilde{V} dx \leq \inf_{F,\omega} \int_{Q_d \setminus F} \tilde{V} dx + \delta d^{n-2},\]

where we use the same notations as in Sect. 2 (in particular $\tilde{V} = \tilde{V}[\omega; a, V]$ is given by (2.2)), and $\delta > 0$ is sufficiently small. It is well known that $0 \leq P_F \leq 1$ everywhere and

\[(3.4) \quad \int_{\mathbb{R}^n} |\nabla P_F|^2 dx = \text{cap } (F).\]

Clearly, $|u| = 1 - P_F$ and $\omega(x) = u(x)/|u(x)|$ if $u(x) \neq 0$. Therefore $u(x) = |u(x)|\omega(x)$ for all $x \in Q_d \setminus e$. The calculations in Sect. 2 are applicable in this case and lead to the formula (2.1) and to the “effective” potential $\tilde{V}$ of the same form (2.2), defined on $Q_d \setminus e$. It follows that

\[(3.5) \quad h_{a,V}(u, u)_{Q_d} = \int_{Q_d} |\nabla P_F|^2 dx + \int_{Q_d} \left( \frac{\nabla \omega}{\omega} + a \right)^2 + V \left| 1 - P_F \right|^2 dx
\]

\[\leq \text{cap } (F) + \int_{Q_d \setminus F} \left( \frac{\nabla \omega}{\omega} + a \right)^2 + V \right) dx = \text{cap } (F) + \int_{Q_d \setminus F} \tilde{V} dx
\]

\[\leq \text{cap } (F) + \delta d^{n-2} + \inf_{F,\omega} \int_{Q_d \setminus F} \tilde{V} dx.\]

Now we need to estimate $\|u\|_{L^2(Q_d)}$ from below. To this end we need the following

**Lemma 3.1** There exists $C = C_n > 0$ such that for every $\eta \in (0, 1/2]$

\[(3.6) \quad \left( 1 - \frac{\text{cap } (F)}{\text{cap } (Q_d)} \right)^2 \leq C_n \left[ \eta \frac{\text{cap } (F)}{\text{cap } (Q_d)} + \eta^{-1} d^{-n} \int_{Q_d} (1 - P_F)^2 dx \right].\]

For the proof of this Lemma see [12] (formula (3.10) there).
Assuming that \( \text{cap} (F) \leq \gamma \text{cap} (Q_d) \) with \( \gamma \in (0, 1) \), we obtain

\[
(1 - \gamma)^2 \leq C_n \left[ \eta \gamma + \eta^{-1} d^{-n} \int_{Q_d} (1 - P_F)^2 d x \right].
\]

Choosing

\[
\eta = \min \left\{ 1, \frac{(1 - \gamma)^2}{2 \gamma C_n} \right\},
\]

we obtain

\[
\int_{Q_d} (1 - P_F)^2 d x \geq (2 C_n)^{-1} \eta (1 - \gamma)^2 d^n.
\]

Taking into account that \( |u| = 1 - P_F \) and using the estimates (3.5) and (3.9) in (3.2), we see that for distant cubes

\[
(2 C_n)^{-1} \eta (1 - \gamma)^2 d^n \leq \varepsilon \left( \text{cap} (F) + \delta d^{n-2} + \inf_{F \setminus \omega} \int_{Q_d \setminus F} \bar{V} d x \right),
\]

where the infimum is taken over all regular \( F \) satisfying \( \text{cap} (F) \leq \gamma \text{cap} (Q_d) \).

But now we can approximate an arbitrary \( F \), satisfying the same inequality, by regular sets from above, using the well-known continuity property of the capacity (see e.g. [8], Sect. 2.2.1). Then we obtain the same inequality with the infimum taken over arbitrary (not necessarily regular) negligible compact sets \( F \). It follows that (1.4) is satisfied, which ends proof of the first part of Theorem 1.1.

2) According to the first part of Theorem 1.1, which we already established, the discreteness of spectrum implies that the condition (1.4) is fulfilled if the infimum taken over \( \omega, F \) such that \( \omega = P/|P| \) where \( P \) is a generic polynomial on \( Q_d \), \( F \) is a compact subset in \( Q_d \) and the condition (2.16) is satisfied. It remains to get rid of the condition (2.16). This is easily done by the same arguments as in the proof of sufficiency in Theorem 1.1 and in Remark 2.4. This ends the proof of Theorem 1.1. \( \square \)

4 \ Positivity

In this section we will prove Theorem 1.5 and provide its interesting corollary.

**Proof of sufficiency in Theorem 1.5.** Let us assume that (1.8) holds for some \( d > 0 \) and \( \kappa > 0 \) (with any of two versions for the set of \( \omega \)'s). Using Corollary 2.3, as in the proof of the sufficiency in Theorem 1.1, we come to the conclusion that the estimate (1.7) holds with

\[
\lambda = \min \left\{ C_n d^{-2} \gamma, \kappa/4 \right\},
\]
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hence $H_{a,V}$ is strictly positive. □

**Proof of necessity in Theorem 1.5.** Let us assume that $H_{a,V}$ is strictly positive, i.e. the estimate (1.7) holds. Then arguing as in the proof of necessity in Theorem 1.1, we come to the estimate (3.10) with $\varepsilon = \lambda^{-1}$ and $\eta$ given by (3.8). It follows that

\[
(4.2) \quad d^{-n} \inf_{F,\omega} \int_{Q_{a}\setminus F} \left( \frac{\nabla \omega}{\omega} + a \right)^2 + V \, dx 
\geq (2C_n)^{-1} \eta (1 - \gamma)^2 \lambda - d^{-2}(\operatorname{cap}(Q_1) + \delta).
\]

This implies the inequality

\[
(4.3) \quad d^{-n} \inf_{F,\omega} \int_{Q_{a}\setminus F} \left( \frac{\nabla \omega}{\omega} + a \right)^2 + V \, dx \geq (4C_n)^{-1} \eta (1 - \gamma)^2 \lambda,
\]

provided $d > 0$ is chosen so that

\[
(4.4) \quad d^2 \geq 4C_n \eta^{-1} (1 - \gamma)^{-2} \lambda^{-1} (\operatorname{cap}(Q_1) + \delta).
\]

This works for both versions of the choices of $\omega$’s and so ends the proof of Theorem 1.5. □

## 5 Two-sided estimates for the bottom of the spectrum

In this section we will establish two-sided estimates for the bottom of the spectrum for the Schrödinger operators $H_{a,V}$ in $L^2(\Omega)$. These estimates extend and improve results by V. Maz’ya and M. Otelbaev [11] (see also [8], Sect. 12.2, 12.3) where the case of Schrödinger operators without magnetic fields was considered. The results are based on the notion of the capacitary interior diameter which is defined as follows:

\[
(5.1) \quad D = D(\Omega, \gamma, a, V) = \sup_{Q_\alpha} \left \{ d \colon d^{n-2} \geq \inf_{F,\omega} \int_{Q_{\alpha}\setminus F} \left( \frac{\nabla \omega}{\omega} + a \right)^2 + V \, dx \right \},
\]

where the choice of the pairs $F,\omega$ is as in Theorem 1.5 (with any of two options there), with $\gamma \in (0, 1)$ assumed to be a constant. It is easy to see that $D > 0$ (take $d$ to be very small). On the other hand it may happen that $D = +\infty$; for example this is the case if $\Omega$ contains arbitrarily large cubes (e.g. $\Omega = \mathbb{R}^n$) and both $a$ and $V$ vanish identically, i.e. when $H_{a,V} = -\Delta$ in $L^2(\mathbb{R}^n)$. So generally $0 < D \leq +\infty$.

It is easy to see that $D$ is an increasing function of $\Omega$ and $\gamma$ (provided $a$ and $V$ are fixed).

The definition of $D$ by (5.1) can be extended to the case when $\gamma = \gamma(d)$, i.e. $\gamma : (0, +\infty) \to (0, 1)$, but for simplicity we will only consider the case when $\gamma$ is a constant.
\textbf{Theorem 5.1} For every $\gamma \in (0, 1)$ there exists $C = C(\gamma, n) > 0$, such that
\begin{equation}
C^{-1}D^{-2} \leq \lambda \leq CD^{-2},
\end{equation}
where $\lambda$ is the bottom of the Dirichlet spectrum of $H_{a, V}$ in $L^2(\Omega)$, i.e. the best constant in (1.7).

\textbf{Remark 5.2} Note that $H_{a, V}$ is strictly positive if and only if $\lambda > 0$. Therefore (5.2) implies that the strict positivity is equivalent to the inequality $D < +\infty$. More precisely, the first inequality in (5.2), estimating $\lambda$ from below, implies the sufficiency in Theorem 1.5, whereas the second one, estimating $\lambda$ from above, implies the necessity in this theorem. We will obtain proofs of these inequalities by analyzing corresponding parts of the proof of Theorem 1.5.

**Proof of Theorem 5.1.** 1) Let us start with proving the first inequality, estimating $\lambda$ from below. Denote the bottom of Neumann spectrum of $H_{a, V}$ on $Q_d$ by $\mu(Q_d)$, i.e. $\mu(Q_d)$ is the left hand side of (3.1). (Note that it depends upon $\Omega$ too.) Then (2.9) implies that for every $d > 0$ and every cube $Q_d$
\begin{align*}
\mu(Q_d)^{-1} &\leq C_1 \max \left\{ \frac{d^2}{\gamma}, \frac{d^n}{\inf_{F} \int_{Q_d \setminus F} V \, dx} \right\} \\
&\leq C_1 \gamma^{-1} \max \left\{ d^2, \frac{d^n}{\inf_{F} \int_{Q_d \setminus F} V \, dx} \right\},
\end{align*}
where $\tilde{V} = V[\omega; a, V]$ is the “effective potential” defined by (2.2). Therefore,
\begin{equation}
\mu(Q_d) \geq C_1^{-1} \inf_{F} \min \left\{ d^{-2}, d^{-n} \inf_{F} \int_{Q_d \setminus F} \tilde{V} \, dx \right\}.
\end{equation}
Let us assume that for some $d > 0$ we have
\begin{equation}
d^{-2} \leq d^{-n} \inf_{F} \int_{Q_d \setminus F} \tilde{V} \, dx \quad \text{for all } Q_d.
\end{equation}
(This holds in particular if $d > D$.) Then we obviously have
\begin{equation}
\lambda \geq \inf_{Q_d} \mu(Q_d) \geq C_1^{-1} d^{-2}
\end{equation}
for this particular $d$. Taking limit as $d \downarrow D$, we obtain the same inequality with $d = D$, which proves the left inequality in (5.2).

2) Now let us prove the second inequality in (5.2), estimating $\lambda$ from above. To this end let us look at the inequalities (4.3) and (4.4). They imply that there exists $C = C(\gamma) > 0$ such that for every cube $Q_d$ at least one of the inequalities
\begin{equation}
\lambda \leq C d^{-2}, \quad \lambda \leq C d^{-n} \inf_{F} \int_{Q_d \setminus F} \tilde{V} \, dx,
\end{equation}
must hold. By definition of $D$ (see (5.1)) this implies that $\lambda \leq CD^{-2}$ which ends the proof. □
Remark 5.3 For the Dirichlet Laplacian (i.e. for $H_{0,0} = - \Delta$) in domains $\Omega$ and for small $\gamma > 0$ the result of Theorem 5.1 was proved in [10]. This result for arbitrary $\gamma \in (0, 1)$ was obtained in [13], where also explicit values of the constants in the upper and lower bounds were given.

6 Persson type theorem for magnetic Schrödinger operators

This section contains a preparatory result, expressing the bottom of the essential spectrum of $H_{a,V}$ in $L^2(\Omega)$ as a limit of the bottoms of the Dirichlet spectrum of this operator on the exteriors of large balls. The first result of this kind is probably due to Persson [16] (for the usual Schrödinger operators, without magnetic field), see also Chapter 3 in [1] and Theorem 3.12 in [3]. (In particular, the Laplacian is replaced by general second-order operators in divergence form in [1].) The arguments given in these sources can be extended to our case. Nevertheless for the sake of convenience of the reader we offer a proof which seems to be different from what we have seen in the literature.

For any open set $U \subset \mathbb{R}^n$, denote by $\lambda(U; H_{a,V})$ the bottom of the Dirichlet spectrum of $H_{a,V}$ in $L^2(U)$, i.e. the spectrum of the operator defined by the closure of the quadratic form $h_{a,V}$ (see (1.2)) in $L^2(U)$ from the initial domain $C_0^\infty(U)$. In other words,

$$\lambda(U; H_{a,V}) = \inf \left\{ \frac{h_{a,V}(u,u)}{(u,u)} \mid u \in C_0^\infty(U) \setminus \{0\} \right\},$$

where $(\cdot, \cdot)$ means the scalar product in $L^2(U)$.

Usually $H_{a,V}$ will be fixed in our arguments, and in this case we will write $\lambda(U)$ instead of $\lambda(U; H_{a,V})$ if this does not lead to a confusion.

Note that $U \subset U'$ implies $\lambda(U) \geq \lambda(U')$.

For any self-adjoint operator $H$ in a Hilbert space $\mathcal{H}$ and any $\lambda \in \mathbb{R}$ denote by $E_\lambda$ (or $E_\lambda(H)$) the spectral projection of $H$ corresponding to the interval $(\lambda, \lambda)$. Let us introduce the “counting function” of the spectrum by

$$N(\lambda) = N(\lambda; H) = \text{Tr} E_\lambda = \dim \text{Im} E_\lambda.$$

It is an increasing function of $\lambda$ with values in $[0, +\infty]$. If $H$ is semibounded below, and $\lambda_\infty$ is the bottom of its essential spectrum $\sigma_{ess}(H)$, then

$$\lambda_\infty = \sup \{ \lambda \in \mathbb{R} \mid N(\lambda) < +\infty \}.$$

The following Lemma is a well known variational principle (see e.g. [2], Section 3 in Appendix 1). In this form it is often attributed to L.M. Glazman.

Lemma 6.1 (Glazman’s Lemma) For every $\lambda \in \mathbb{R},$

$$(6.4) \quad N(\lambda) = \sup \{ \dim L \mid L \subset Q(h), h(u,u) < \lambda(u,u), \forall u \in L \setminus \{0\} \},$$
where $h$ is the quadratic form of $H$, $Q(h)$ is the domain of $h$, $L$ is a linear subspace of $Q(h)$, $(\cdot, \cdot)$ stands for the scalar product in $H$.

This holds also if we replace $Q(h)$ by any core of $h$.

**Corollary 6.2** For the operator $H_{a, V}$ in $L^2(\Omega)$ with the Dirichlet boundary condition

$$ (6.5) \quad N(\lambda) = \sup \{ \dim L | L \subset C_0^\infty(\Omega), h_{a, V}(u, u) < \lambda(u, u), \forall u \in L \setminus \{0\} \}. $$

The following theorem is a version of the Persson theorem [16] (see also Theorem 3.12 in [3], as well as [1]).

**Theorem 6.3** For $\lambda_\infty = \inf \sigma_{ess}(H_{a, V})$ in $L^2(\Omega)$ we have

$$ (6.6) \quad \lambda_\infty = \lim_{R \to \infty} \lambda(\Omega \setminus \bar{B}_R(0)), $$

where $\bar{B}_R(0)$ is the closed ball with the radius $R$ and center at 0.

Note that the limit in (6.6) exists in $[0, +\infty]$ because $\lambda(\Omega \setminus \bar{B}_R(0))$ increases with respect to $R$.

**Proof of Theorem 6.3.** 1) Let us prove first that $\lambda_\infty$ is not larger than the right hand side in (6.6). To this end it suffices to consider the case when the right hand side is finite.

Let us take an arbitrary $\bar{\lambda}$ such that

$$ (6.7) \quad \bar{\lambda} > \lim_{R \to \infty} \lambda(\Omega \setminus \bar{B}_R(0)) = \sup_{R} \lambda(\Omega \setminus \bar{B}_R(0)). $$

Taking $R_1 > 0$ arbitrary and using the inequality $\bar{\lambda} > \lambda(\Omega \setminus \bar{B}_{R_1}(0))$, we can find a function $\psi_1 \in C_0^\infty(\Omega \setminus \bar{B}_{R_1}(0))$, such that $\|\psi_1\| = 1$ (here $\|\cdot\|$ means the norm in $L^2(\mathbb{R}^n)$) and $h_{a, V}(\psi_1, \psi_1) < \bar{\lambda}$. Choose $R_2 > R_1$ so that supp $\psi_1 \subset \bar{B}_{R_2}(0)$.

Now using the inequality $\bar{\lambda} > \lambda(\Omega \setminus \bar{B}_{R_2}(0))$, we can construct $\psi_2 \in C_0^\infty(\Omega \setminus \bar{B}_{R_2}(0))$ so that $\|\psi_2\| = 1$ and $h_{a, V}(\psi_2, \psi_2) < \bar{\lambda}$. Proceeding by induction, we can construct an orthonormal sequence of functions $\psi_k \in C_0^\infty(\Omega)$, $k = 1, 2, \ldots$, with disjoint supports, such that $h_{a, V}(\psi_k, \psi_k) < \bar{\lambda}$ for all $k$. It follows that $h_{a, V}(u, u) < \bar{\lambda}(u, u)$ for any $u \neq 0$ in the linear span $L$ of the sequence $\{\psi_k\}$.

This implies that $N(\bar{\lambda}) = +\infty$, hence $\lambda_\infty \leq \bar{\lambda}$ due to (6.3). Since $\bar{\lambda}$ is an arbitrary number satisfying (6.7), this proves that $\lambda_\infty$ does not exceed the right hand side of (6.6).

2) Now let us prove that $\lambda_\infty$ is not smaller than right hand side of (6.6). To this end it is sufficient to prove that

$$ (6.8) \quad \lambda_\infty \geq \lambda(\Omega \setminus K), $$

for every compact set $K \subset \Omega$. It is enough to consider the case when $\lambda_\infty < \infty$.

Ad absurdum let us assume that $\lambda_\infty < \bar{\lambda}(\Omega \setminus K)$ for some $K$. Let us choose $\bar{\lambda}$ so that

$$ (6.9) \quad \lambda_\infty < \bar{\lambda} < \lambda(\Omega \setminus K). $$
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Due to (6.3) we have $N(\tilde{\lambda}) = +\infty$, and the same is true if we replace $\tilde{\lambda}$ by $\tilde{\lambda} - \varepsilon$ for a sufficiently small $\varepsilon > 0$. Therefore, due to Corollary 6.2, for every integer $N > 0$ we can find a subspace $L \subset C^\infty_0(\Omega)$, such that $\dim L = N$ and

$$h_{a,V}(u, u) \leq \tilde{\lambda}(u, u), \quad u \in L. \tag{6.10}$$

On the other hand, the opposite inequality is true if $\text{supp } u \subset \Omega \setminus K$. More precisely, according to (6.1),

$$h_{a,V}(u, u) \geq \lambda(\Omega \setminus K)(u, u), \quad u \in C^\infty_0(\Omega \setminus K). \tag{6.11}$$

We will establish that the combination of (6.10) and (6.11) is impossible if $N$ is sufficiently large. To this end we will split $|u|^2$ for every $u \in L$ into a sum $|u_0|^2 + |u_1|^2$ where $u_0$ is supported in a neighborhood of $K$ and $u_1$ has its support in $\Omega \setminus K$. This splitting is conveniently done by use of the IMS localization formula (see e.g. Section 3.1 in [3] and Lemma 3.1 in [17]).

Let us choose $R_0 > 0$, so that $K \subset B_{R_0}(0)$, and take $R > 2R_0$. We can choose functions $J_0 \in C^\infty_0(B_{2R}(0))$ and $J_1 \in C^\infty(\mathbb{R}^n)$, such that $J_0 = 1$ on $B_{R_0}(0)$, $0 \leq J_0(x) \leq 1$ for all $x \in \mathbb{R}^n$, $J_1 \geq 0$, $J_0^2 + J_1^2 \equiv 1$ (hence $J_1 \leq 1$ and $J_1 = 0$ on $B_{2R_0}(0)$), and

$$\sup(|\nabla J_0| + |\nabla J_1|) \leq C R^{-1}. \tag{6.12}$$

Due to the IMS localization formula we obtain for any $u \in C^\infty_0(\mathbb{R}^n)$

$$h_{a,V}(u, u) = \sum_{k=0}^{1} h_{a,V}(J_k u, J_k u) - \sum_{k=0}^{1} (|\nabla J_k|^2 u, u). \tag{6.13}$$

It follows from (6.12) and (6.13) that

$$h_{a,V}(u, u) \geq h_{a,V}(J_0 u, J_0 u) + h_{a,V}(J_1 u, J_1 u) - C^2 R^{-2}(u, u). \tag{6.14}$$

The inequality (6.11) implies

$$h_{a,V}(J_1 u, J_1 u) \geq \lambda(\Omega \setminus K)(J_1 u, J_1 u), \quad u \in C^\infty_0(\Omega). \tag{6.15}$$

Taking $u \in L$, we obtain from (6.10), (6.14) and (6.15) that

$$h_{a,V}(J_0 u, J_0 u) \leq h_{a,V}(u, u) + C^2 R^{-2}(u, u) - h_{a,V}(J_1 u, J_1 u) \leq (\tilde{\lambda} + C^2 R^{-2})(u, u) - \lambda(\Omega \setminus K)(J_1 u, J_1 u) = (\tilde{\lambda} + C^2 R^{-2})(J_0 u, J_0 u) - (\lambda(\Omega \setminus K) - \tilde{\lambda} - C^2 R^{-2})(J_1 u, J_1 u).$$

If $R > 0$ is sufficiently large, so that $\tilde{\lambda} + C^2 R^{-2} < \lambda(\Omega \setminus K)$, we obtain

$$h_{a,V}(J_0 u, J_0 u) \leq (\tilde{\lambda} + C^2 R^{-2})(J_0 u, J_0 u) \leq (\lambda(\Omega \setminus K))(J_0 u, J_0 u), \quad u \in L. \tag{6.16}$$

(The inequality is strict if $J_0 u \neq 0$.) It follows from Corollary 6.2, that for the subspace $J_0(L) \subset C^\infty_0(\Omega \cap B_{2R}(0))$

$$\dim J_0(L) \leq N \left( \lambda(\Omega \setminus K); H_{a,V}|_{\Omega \cap B_{2R}(0)} \right).$$
where $H_{a,V}|_{\Omega \cap B_{2R}(0)}$ is the operator $H_{a,V}$ in $L^2(\Omega \cap B_{2R}(0))$ with the Dirichlet boundary conditions, i.e. the operator defined by the closure of the quadratic form $h_{a,V}$ in $L^2(\Omega \cap B_{2R}(0))$ from $C_0^\infty(\Omega \cap B_{2R}(0))$. Since $\Omega \cap B_{2R}(0)$ is bounded, $H_{a,V}|_{\Omega \cap B_{2R}(0)}$ has a discrete spectrum, so the number $N(\lambda(\Omega \setminus K); H_{a,V}|_{\Omega \cap B_{2R}(0)})$ is finite.

Now let us consider the multiplication-by-$J_0$ operator, restricted to $L$:

$$M_{J_0}: L \rightarrow L^2(\Omega \cap B_{2R}(0))$$

$$u \mapsto J_0u$$

Then $\text{Ker } M_{J_0}$ consists of functions from $L$ which vanish on supp $J_0$ (in particular, in a neighborhood of $K$), so $\text{Ker } M_{J_0} \subset C_0^\infty(\Omega \setminus K)$. Therefore, for any function $u \in \text{Ker } M_{J_0}$ both estimates (6.10) and (6.11) should be satisfied.

Since $\lambda < \lambda(\Omega \setminus K)$, this is only possible if $u = 0$.

So we conclude that $\text{Ker } M_{J_0} = \{0\}$, so the map $M_{J_0}$ is injective. It follows that

$$N = \dim L = \dim J_0(L) \leq N(\lambda(\Omega \setminus K); H_{a,V}|_{\Omega \cap B_{2R}(0)})$$

This contradicts the assumption (6.9) which implies that $N$ can be arbitrarily large. Hence we proved (6.8). \(\square\)

7 Two-sided estimates for the bottom of the essential spectrum

Now we turn to two-sided estimates of the bottom of the essential spectrum for $H_{a,V}$ in $L^2(\Omega)$. Denote $\Omega_R = \Omega \setminus B_R(0)$ and

$$D_R = D_R(\Omega, \gamma, a, V) = D(\Omega_R, \gamma, a, V).$$

(cf. (5.1)). Since $D_R$ decreases as $R$ increases, we can define

$$D_\infty = D_\infty(\Omega, \gamma, a, V) = \lim_{R \to \infty} D_R(\Omega, \gamma, a, V).$$

So $D_\infty \in [0, +\infty]$, and both 0 and $+\infty$ can occur. Clearly, $D_R$, $D_\infty$ increase with $\gamma$ provided $\Omega, a, V$ are fixed. Similarly, they increase with $\Omega$, i.e. if $\Omega \subset \Omega'$, then $D_R(\Omega, \gamma, a, V) \leq D_R(\Omega', \gamma, a, V)$, and the same is true for $D_\infty$.

Theorem 7.1 There exists $C = C(\gamma, n) > 0$ such that

$$C^{-1}D_\infty^2 \leq \lambda_\infty \leq CD_\infty^2,$$

where $\lambda_\infty$ is the bottom of the essential spectrum of $H_{a,V}$ in $L^2(\Omega)$.

Proof. The result immediately follows from (7.1) and Theorem 5.1. \(\square\)

Remark 7.2 Theorem 1.1 with $\gamma = \text{const}$ follows from Theorem 7.1 because the discreteness of spectrum is equivalent to the equality $\lambda_\infty = +\infty$, and the equality $D_\infty = 0$ is equivalent to the corresponding conditions in Theorem 1.1.
8 A special class of operators

In this Section we will consider special magnetic Schrödinger operators $H_{a,V}$ in $L^2(\mathbb{R}^n)$, with the potentials of the form

$$a = a(x') = (0, \ldots, 0, a_n(x')) , \quad V = V(x'),$$

where $x' = (x^1, \ldots, x^{n-1})$. In particular, $a$ and $V$ do not depend on the last coordinate $x^n$. So the operator has the form

$$(8.1) \quad H_{a,V} = -\Delta_{x'} + \left( \frac{1}{i} \frac{\partial}{\partial x^n} + a_n(x') \right)^2 + V(x'),$$

We assume that the local regularity conditions $V \in L^1_{loc}(\mathbb{R}^{n-1}), a_n \in L^2_{loc}(\mathbb{R}^{n-1})$ are satisfied, and, as above, $V \geq 0$, hence the self-adjoint operator $H_{a,V}$ is well defined through the quadratic form.

Note that the magnetic field $B = da$ does not generally vanish for such a potential $a$, but the corresponding skew-symmetric matrix $(B_{jk})_{j,k=1}^n$ has a special form, with $B_{jk} = 0$ if $1 \leq j, k \leq n - 1$.

Since the operator $H_{a,V}$ is invariant with respect to translations along the $x^n$ axis, making Fourier transform from $x^n$ to $\mu \in \mathbb{R}$, we obtain that $H_{a,V}$ is unitary equivalent to the following direct integral of self-adjoint operators

$$(8.2) \quad \tilde{H}_{a,V} = \int_{\mathbb{R}}^{\oplus} H_{a,V}(\mu) \frac{d\mu}{2\pi},$$

where

$$H_{a,V}(\mu) = -\Delta_{x'} + (\mu + a_n(x'))^2 + V(x'),$$

which is a Schrödinger operator without magnetic field in $L^2(\mathbb{R}^{n-1})$, with a positive scalar potential

$$V_\mu(x') = (\mu + a_n(x'))^2 + V(x') = \mu^2 + 2\mu a_n(x') + a_n(x')^2 + V(x'),$$

depending quadratically upon a parameter $\mu \in \mathbb{R}$. Since the term $2\mu a_n(x')$ is dominated by the sum of the other terms in the right hand side, the regular perturbation theory applies, so it follows, in particular, that the bottom of the spectrum of $H_{a,V}(\mu)$ is a continuous function of $\mu$. Moreover, the bounded parts of whole spectrum of $H_{a,V}(\mu)$ are continuous with respect to $\mu \in \mathbb{R}$ in a natural sense. Due to the direct integral decomposition, we see that all the spectrum of $H_{a,V}$ is essential (i.e., it has no isolated points of finite multiplicity).

Now let $\lambda, \lambda_\mu$ denote the bottoms of the spectra of the operators $H_{a,V}$ and $H_{a,V}(\mu)$ respectively. Then it follows from the direct integral decomposition (8.2) and the arguments above, that

$$(8.3) \quad \lambda = \inf \{ \lambda_\mu \mid \mu \in \mathbb{R} \}.$$
where $0 < \gamma < 1$ and the second infimum is taken over $F \subset \Omega_d$, satisfying the negligibility condition $\text{cap}(F) \leq \gamma \text{cap}(\Omega_d)$.

Now using the simplest version of Theorem 5.1 (without magnetic field, i.e. with $a \equiv 0$), we immediately obtain

**Proposition 8.1** For every $\gamma \in (0, 1)$ there exists $C = C(\gamma, n) > 0$, such that

$$C^{-1} \hat{D}^{-2} \leq \lambda \leq C \hat{D}^{-2}.$$
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