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1 Introduction

Starting with the classical Rellich and Sobolev-Kondrashov theorems (see [18],
[9]), it became general knowledge that embedding operators of Sobolev spaces
can be either compact or non-compact depending on the smoothness and inte-
grability parameters as well as on properties of the boundary of a domain. In
the early 1960s several necessary and sufficient conditions for the boundedness
and compactness of Sobolev type embeddings were obtained in [11]–[13], see
also [14]. In particular, properties of the embedding operator:

Ep,q(Ω) : L1
p(Ω) → Lq(Ω)

were characterized in terms of relative isoperimetric and isocapacitary inequal-
ities. Here and in what follows, L1

p(Ω) is the space of distributions in the
connected open set Ω in Rn, n > 1, whose derivatives of the first order belong
to Lp(Ω), 1 ≤ p < ∞.

In the present paper we study non-compact embeddings Ep,q, where p ≤ q
(in the opposite case p > q, the boundedness of Ep,q implies compactness (see
[15, Section 8.6]), which makes this case of no interest for us). Various charac-
teristics of non-compact embeddings such as essential norms, limits of the ap-
proximation numbers, certain measures of non-compactness, and the constants
in the Poincaré type inequalities, were investigated by Amick [2], Edmunds and
Evans [4], Evans and Harris [7] (see [5] and [6] for a detailed account of this
development), and Yerzakova [19], [20]. Here we define new measures of non-
compactness of Ep,q and characterize their mutual relations as well as their
relations with “local” isoperimetric and isocapacitary constants. In order to de-
scribe our results we need to introduce some notation which will be frequently
used in the paper.

We supply L1
p(Ω) with the norm:

‖u‖L1
p(Ω) = ‖∇u‖Lp(Ω) + ‖u‖Lp(ω),

where ∇ stands for the gradient and ω is a non-empty open set with compact
closure ω ⊂ Ω. It is standard that a change of ω leads to an equivalent norm
in L1

p(Ω). We often omit Ω in notations of spaces and norms if it causes no
ambiguity.
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Among other things, we study the essential norm of the embedding operator
Ep,q : L1

p → Lq, i.e. the number

ess‖Ep,q‖ = inf ‖Ep,q − T‖L1
p→Lq

,

where the infimum is taken over all compact operators T : L1
p → Lq.

Another characteristic of Ep,q to be dealt with later in this paper is defined
by

C(Ep,q) = inf C,

where C is a positive constant such that there exist ρ > 0 and K > 0 subject
to the inequality

‖u‖Lq(Ω) ≤ C‖u‖L1
p(Ω) + K‖u‖L1(Ωρ) for all u ∈ L1

p , (1.1)

with
Ωρ = {x ∈ Ω : dist(x, ∂Ω) > ρ}.

Together with the norm ‖Ep,q‖ of the imbedding Ep,q, its essential norm
ess‖Ep,q‖ and the number C(Ep,q), we shall make use of two numbers M1(Ep,q)
and M2(Ep,q). The first of them is defined by

M1(Ep,q) = lim
s→0

sup

{
‖u‖Lq

‖u‖L1
p

: u ∈ L1
p , u = 0 on Ωs

}
.

The definition of M2 is as follows

M2(Ep,q) = lim
%→0

sup
x∈∂Ω

sup

{
‖u‖Lq

‖u‖L1
p

: u ∈ L1
p , supp u ⊂ B(x, %)

}
,

where B(x, %) is the open ball with radius % centered at x.
These two characteristics of Ep,q differ in the ways of localization of the

functions involved and it seems appropriate to call M1 and M2 the localization
moduli of the embedding Ep,q.

In section 2 we show that

ess‖Ep,q‖ = C(Ep,q) = M1(Ep,q) (1.2)

provided 1 ≤ p ≤ q < pn/(n− p) if n > p and 1 ≤ q < ∞ for p ≥ n. We
also prove that the three quantities in (1.2) are equal to M2(Ep,q) under the
additional assumption p < q. The last fact fails if p = q as shown in an example
of a domain Ω for which M2(Ep,q) = 0 and ‖Ep,p‖ = ess‖Ep,p‖ = M1(Ep,p) =
C(Ep,p) = ∞ (see Sect. 3).

In section 4, we assume that Ω is a bounded C1 domain and that q =
pn/(n− p), and n > p ≥ 1. In this case we find an explicit value for C(Ep,q) =
M1(Ep,q) = M2(Ep,q).

The results obtained in Sect. 2 are readily extended in Sect. 5 to the
embedding of L1

p(Ω) to the space Lq(Ω, µ), where µ is a Radon measure.
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Next, we turn to domains with a power cusp on the boundary and find ex-
plicit formulae for the measures of non-compactness under consideration and
apply these results to the Neumann problem for a particular Schrödinger oper-
ator (Sections 6 and 7).

In the final section we show relations between our measures of non-compactness
and local isocapacitary and isoperimetric constants. In particular, we obtain

ess‖E1,q‖ = C(E1,q) = M1(E1,q) = M2(E1,q)

= lim
s→0

sup
g⊂Ω\Ωs

(mesn(g))1/q

Hn−1(Ω ∩ ∂g)
,

where 1 < q < n/(n− 1), g is a relatively closed subset of Ω such that Ω∩ ∂g is
a smooth surface, and Hn−1 is the (n−1)-dimensional area. This together with
results from Sect. 6 yields explicit values of the local isoperimetric constants
for power cusps.

2 Localization moduli and their properties

Let us discuss relations between the moduli. First of all, obviously,

M1(Ep,q) ≥M2(Ep,q). (2.1)

Lemma 2.1 Let Ω be a domain in Rn with mesn(Ω) < ∞. Suppose that 1 ≤
p < ∞ and 1 ≤ q < ∞. Then for any u ∈ L1

p(Ω) the following estimate holds:

‖u‖Lq(Ω) ≤ (M1(Ep,q) + ε)‖u‖L1
p(Ω) + C(ε)‖u‖Lmax{q,p}(ωε), (2.2)

where ε is an arbitrary positive number, C(ε) is a positive function of ε, and ωε

is an open set with smooth boundary and compact closure ωε ⊂ Ω.

Proof. Let η denote a smooth function on R+, such that 0 ≤ η ≤ 1 and
η(t) = 0 for t ∈ (0, 1) and η(t) = 1 for t ≥ 2. By d(x) we denote the distance
from x ∈ Ω to ∂Ω. Let us introduce the cut-off function Hs(x) = η(d(x)/s). We
write

‖u‖Lq ≤ ‖Hsu‖Lq + ‖(1−Hs)u‖Lq

and note that the second term does not exceed

sup

{
‖v‖Lq(Ω)

‖v‖L1
p(Ω)

: v ∈ L1
p(Ω), supp v ⊂ Ω \ Ω2s

}
‖(1−Hs)u‖L1

p
.

Hence, for sufficiently small s = s(ε)

‖u‖Lq ≤ (M1(Ep,q) + ε)(‖u‖L1
p

+ ‖u∇Hs‖Lp)

+‖Hsu‖Lq .

Since the supports of Hs and its derivatives are in Ωs the result follows.
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Corollary 2.2 Let Ω be a domain in Rn with mesn(Ω) < ∞. Suppose that
1 ≤ p < ∞ and 1 ≤ q < ∞. Then

M1(Ep,q(Ω)) < ∞

if and only if
‖Ep,q‖L1

p(Ω)→Lq(Ω) < ∞.

Proof. By Lemma 2.1 M1(Ep,q(Ω)) < ∞ implies ‖Ep,q‖L1
p(Ω)→Lq(Ω) < ∞. The

converse is obvious.

Lemma 2.3 Let Ω be a domain in Rn with mesn(Ω) < ∞.

(i) If 1 ≤ q < ∞ and 1 ≤ p < ∞, then

M1(Ep,q) ≤ ess‖Ep,q‖.

(ii) Let 1 ≤ q < pn/(n− p) if 1 ≤ p < n and 1 ≤ q < ∞ if n ≤ p < ∞. Then

ess‖Ep,q‖ ≤ M1(Ep,q).

Proof. (i) By F we denote an operator of finite rank acting from L1
p(Ω) into

Lq(Ω) and given by
Fu =

∑

1≤j≤N

cj(u)ϕj ,

where ϕj ∈ Lq(Ω) and cj are continuous functionals on L1
p(Ω). Let ε > 0. We

choose the operator F to satisfy

ε + ess‖Ep,q‖ ≥ ‖Ep,q − F‖. (2.3)

Without loss of generality, we can assume that the functions ϕj have compact
supports in Ω. Hence, there exists a positive s(ε) such that Fu = 0 on Ω \Ωs(ε)

for all u ∈ L1
p(Ω). Let s ∈ (0, s(ε)). By (2.3), for all u ∈ L1

p(Ω) vanishing on Ωs,

ε + ess‖Ep,q‖ ≥
‖u‖Lq(Ω\Ωs(ε))

‖u‖L1
p(Ω)

=
‖u‖Lq(Ω)

‖u‖L1
p(Ω)

.

The required lower estimate for ess‖Ep,q‖ follows from the definition ofM1(Ep,q).
(ii) Let ε be an arbitrary positive number and let s > 0 be so small that

sup

{
‖v‖Lq(Ω)

‖v‖L1
p(Ω)

: v ∈ L1
p(Ω), v = 0 on Ωs

}
≤M1(Ep,q) + ε.

We introduce a domain ω with smooth boundary and compact closure ω, ω ⊂
Ω, such that mesn(Ω \ ω) = δmesn(Ω \ Ωs) with any δ ∈ (0, 1). By χω we
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denote the characteristic function of ω. By the compactness of the embedding
L1

p(Ω) → Lq(ω) we have

ess‖Ep,q‖ ≤ sup
u∈L1

p

‖u− χωu‖Lq(Ω)

‖u‖L1
p(Ω)

= sup
u∈L1

p

‖u‖Lq(Ω\ω)

‖u‖L1
p(Ω)

. (2.4)

It is obvious that for any positive T

|u| ≤ min{T, |u|}+ (|u| − T )+,

where f+ means the nonnegative part of f . This implies

‖u‖Lq(Ω\ω) ≤ ‖min{T, |u|}‖Lq(Ω\ω) + ‖(|u| − T )+‖Lq(Ω\ω). (2.5)

We use the notation Mt = {x : |u(x)| > t} and choose T as

T = inf{t > 0 : mesnMt < mesn(Ω \ Ωs)}.

Then for q < ∞

‖min{T, |u|}‖Lq(Ω\ω) ≤ Tmesn(Ω \ ω)1/q

= (δmesn(Ω \ Ωs))1/qT ≤ δ1/q‖u‖Lq(Ω).

Hence,

sup
u∈L1

p(Ω)

‖min{T, |u|}‖Lq(Ω\ω)

‖u‖L1
p(Ω)

≤ δ1/q‖Ep,q‖.

Combining this inequality with (2.4) and (2.5), we arrive at

ess‖Ep,q‖ ≤ sup
u∈L1

p(Ω)

‖(|u| − T )+‖Lq(Ω\ω)

‖u‖L1
p(Ω)

+ δ1/q‖Ep,q‖.

Let σ be an arbitrary positive number and let Hσ be the function introduced
in the proof of Lemma 2.1. Then

‖(|u| − T )+‖Lq(Ω) ≤ ‖(|u| − T )+(1−Hσ)‖Lq(Ω) + ‖(|u| − T )+Hσ‖Lq(Ω). (2.6)

In order to estimate the first term in the right-hand side, we take σ so small
that

sup

{
‖v‖Lq(Ω)

‖v‖L1
p(Ω)

: v ∈ L1
p(Ω); v = 0 on Ω2σ

}
≤M1(Ep,q) + ε.

We normalize u by ‖u‖L1
p(Ω) = 1. Then

‖(|u| − T )+(1−Hσ)‖Lq(Ω) ≤ (M1(Ep,q) + ε)

×
(
1 + ‖(|u| − T )+∇Hσ‖Lp(Ω)

)
. (2.7)
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Combining (2.6) and (2.7), we see that

‖(u− T )+‖Lq(Ω) ≤ (M1(Ep,q) + ε) (2.8)
+C(Ω)(‖u‖Lq(MT∩Ωσ) + ‖u‖Lp(MT∩Ωσ))

with a constant C(Ω) depending only on Ω, σ, p and q but not on s. Using the
compactness of the restriction operator L1

p(Ω) → Lmax{p,q}(Ωσ) and the equality
mesnMT ≤ mesn(Ω \ Ωs), we conclude that the two norms on the right-hand
side of (2.8) tend to zero as s → 0. Therefore

lim sup
s→0

‖(|u| − T )+‖Lq(Ω) ≤M1(Ep,q) + ε

and hence
ess‖Ep,q‖ ≤ M1(Ep,q) + ε + δ1/q‖Ep,q‖.

The proof is completed by using the arbitrariness of ε and δ.

Theorem 2.4 Let Ω be a domain in Rn with mesn(Ω) < ∞. Suppose that
1 ≤ p ≤ q < pn/(n− p) if 1 ≤ p < n and 1 ≤ q < ∞ if n ≤ p < ∞. Then

ess‖Ep,q‖ = C(Ep,q) = M1(Ep,q).

Proof. In the case q < pn/(n− p), n > p and q arbitrary when p ≥ n the trace
map from L1

p(Ω) into Lmax {p,q}(ωδ) is compact. Then from [10, Theorem 16.4]
it follows that

‖u‖Lmax(p,q)(ωδ) ≤ ε‖u‖L1
p(Ω) + C(ε)‖u‖L1(ωδ),

where ε > 0 is an arbitrary small number. This together with (2.2) allows us to
obtain

C(Ep,q) ≤M1(Ep,q).

Let ε > 0 be an arbitrary positive number. Then

‖u‖Lq(Ω) ≤ (C(Ep,q) + ε)‖u‖L1
p(Ω) + c(ε)‖u‖L1(Ωs(ε))

and hence
M1(Ep,q) ≤ C(Ep,q) + ε.

We shall see that, in dealing with M2(Ep,q), we must distinguish between
the cases p < q and p = q.

Theorem 2.5 Let Ω be a domain in Rn with mesn(Ω) < ∞ and 1 ≤ p < q <
∞. Suppose that q < pn/(n− p) for p < n and 1 ≤ q < ∞ for p ≥ n. Then

ess‖Ep,q‖ = C(Ep,q) = M1(Ep,q) = M2(Ep,q).
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Proof. By (2.1) and Theorem 2.4 it is sufficient to assume that M2(Ep,q) < ∞
and to prove the inequality

M2(Ep,q) ≥ C(Ep,q).

Fix ρ > 0 and let {Bi}i≥1 be an open covering of Ω \ Ωρ/2 by balls of radius ρ
centered at ∂Ω. Also let the multiplicity of the covering be finite and depend
only on n. Obviously the collection {Bi}i≥1 supplemented by the set Ωρ/2 forms
an open covering of Ω which has a finite multiplicity as well. We introduce a
family of non-negative functions {ηi}i≥0, such that η0 ∈ C∞0 (Ωρ/2) and ηi ∈
C∞0 (Bi) for i ≥ 1, and ∑

i≥0

ηi(x)p = 1 on Ω. (2.9)

The estimates to be obtained in what follows will be first proved for an arbitrary
function u ∈ L1

p(Ω) ∩ L∞(Ω). Since L1
p(Ω) ∩ L∞(Ω) is dense in L1

p(Ω) (see [14,
Theorem 1.1.5/1]) these estimates remain valid.

Clearly,

‖u‖p
Lq(Ω) = ‖

∑

i≥0

|ηiu|p‖Lq/p(Ω) (2.10)

≤
∑

i≥0

‖|ηiu|p‖Lq/p(Ω) =
∑

i≥0

‖ηiu‖p
Lq(Ω).

Given ε > 0 and sufficiently small ρ, we have

sup
i≥1

sup

{
‖v‖Lq(Ω)

‖v‖L1
p(Ω)

: v ∈ L1
p(Ω), v = 0 on Ω \ Bi

}
≤M2(Ep,q) + ε.

Therefore, the right-hand side in (2.10) does not exceed

(M2(Ep,q) + ε)p
∑

i≥1

‖ηiu‖p
L1

p(Ω) + ‖η0u‖p
Lq(Ω).

Using the elementary inequality

(a + b)p ≤ (1 + ε)ap + c(ε)bp (2.11)

for positive a and b, we see that

‖u‖p
Lq(Ω) ≤ (M2(Ep,q) + ε)p

{
(1 + ε)

∑

i≥1

‖ηi∇u‖p
Lp(Ω)

+C(ε, ρ)‖u‖p
Lp(Ω)

}
+ ‖η0u‖p

Lq(Ω). (2.12)

We note further that by (2.9) the sum over i ≥ 1 in (2.12) does not exceed
‖∇u‖p

Lp(Ω). Since q−1 > p−1−n−1 and the support of η0 is separated from ∂Ω,
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then by the compactness of the trace mapping L1
p(Ω) into Lq(Ωρ/2) we have the

estimate
‖η0u‖Lq(Ω) ≤ δ‖η0u‖L1

p(Ω) + c(δ, ρ)‖η0u‖L1(Ω), (2.13)

where δ is an arbitrary small number.
Let τ be a positive number independent of ρ. Since q > p, we conclude that

‖u‖Lp(Ω) ≤ (mesn(Ω \ Ωτ ))p−1−q−1‖u‖Lq(Ω\Ωτ ) + ‖u‖Lp(Ωτ ) (2.14)

and
‖u‖Lp(Ωτ ) ≤ ε‖u‖L1

p(Ω) + c(ε, τ)‖u‖L1(Ωτ ). (2.15)

Choosing τ and δ sufficiently small and using (2.12)–(2.15) we arrive at the
inequality

‖u‖Lq(Ω) ≤ (M2(Ep,q) + cε)‖u‖L1
p(Ω) + c(ε)‖u‖L1(Ωτ ),

with a constant c independent of ε and u. This completes the proof.

3 Counterexample for the case p = q

In the next example, we show that the condition p < q in Theorem 2.5 cannot be
removed. To be more precise, for any p ∈ (1,∞) we construct a planar domain
for which ‖Ep,p‖ = ess‖Ep,p‖ = M1(Ep,p) = C(Ep,p) = ∞ and M2(Ep,p) = 0.

Example: Let Ω ⊂ R2 be the union of rectangles

Ai = (0, 1/2]× (a2i−2, a2i), i > 0,

B0 = [3/2, 2)× (0, a1),
Bi = [3/2, 2)× (a2i−1, a2i+1), i > 0,

Ci = [1/2, 3/2]× (ai−1, ai), i > 0,

where

a0 = 0 and ai =
i∑

n=1

n−p for i > 0.
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Clearly, mes2(Ω) < ∞. For each integer j > 0 we define the continuous function
fj(x) as a function which is zero on

(∪n≤jAn) ∪ (∪n≤jBn) ∪ (∪n<2jCn),

fj(x) = i and fj(x) = i + 1 on Aj+i and Bj+i respectively, and linear on C2j+i

with |∇fj | = 1 for i ≥ 0.
The graph of each function fj(x) has the shape of a staircase with slope 1

on C2j+i, and landings on Aj+i and Bj+i for i > 0.
By a simple computation we obtain ‖∇fj‖Lp < ∞ and ‖fj‖Lp = ∞ for each

j > 0 which implies M1(Ep,p) = ∞. Furthermore, by Theorem 2.5 we have
C(Ep,p) = ess‖Ep,p‖ = ∞.

It remains to show that M2(Ep,p) = 0. Let x ∈ ∂Ω and ρ < 1/4. By Q(x, ρ)
we denote the square (x − ρ, x + ρ)2. By the definition of Ω one obtains that
Ω ∩ Q(x, ρ) is a union of open disjoint sets {Ii}, where Ii is either a rectangle
or the union of three rectangles.

Take f ∈ L1
p(Ω) with suppf ⊂ Ω ∩Q(x, ρ). By the Friedrichs inequality we

obtain ∫

Ii

|f(x)|pdx ≤ (cρ)p

∫

Ii

|∇f(x)|pdx.

Summing over {Ii} we arrive at
(∫

∪Ii

|f(x)|pdx

)1/p

≤ cρ

(∫

∪Ii

|∇f(x)|pdx

)1/p

,

and then

sup

{
‖u‖Lp

‖u‖L1
p

: u ∈ L1
p(Ω), suppu ⊂ Q(x, ρ)

}
≤ cρ
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for every x ∈ ∂Ω. This implies M2(Ep,p) = 0.

4 The critical Sobolev exponent

Here we show that all our measures of non-compactness can be found explicitly
if ∂Ω has a continuous normal and q is the critical Sobolev exponent.

Theorem 4.1 Let n > p ≥ 1 and let Ω be a bounded C1 domain. Then

C(Ep, pn
n−p

) = M1(Ep, pn
n−p

) = M2(Ep, pn
n−p

) = 21/nc(p, n),

where

c(p, n) = π−1/2n−1/p

(
p− 1
n− p

)1−1/p (
Γ(n)Γ(1 + n/2)

Γ(n/p)Γ(1 + n− n/p)

)1/n

is the best constant in the Sobolev inequality

‖u‖L pn
n−p

(Rn) ≤ c‖∇u‖Lp(Rn). (4.1)

Proof. Let ζ be a radial function in C∞0 (Rn), ε > 0 and ζε(x) = ζ(x/ε). By
O we denote an arbitrary point at ∂Ω and we put ζε,O(x) := ζε(x − O) into
the inequality (1.1). We use q∗ to denote pn/(n − p). Using the definition of
C(Ep,q) we obtain

lim sup
ε→0

‖ζε,O‖Lq∗ (Ω)

‖∇ζε,O‖Lp(Ω)
≤ C(Ep,q∗).

We note the existence of the limit

lim
ε→0

‖ζε,O‖Lq∗ (Ω)

‖∇ζε,O‖Lp(Ω)
=
‖ζ‖Lq∗ (Rn

+)

‖∇ζ‖Lp(Rn
+)

=
21/n−1/p‖ζ‖Lq∗ (Rn)

2−1/p‖∇ζ‖Lp(Rn)

.

In order to obtain the lower estimate for C(Ep,q∗) one needs only to recall that
the best constant in (4.1) is attained for a radial function when p > 1 and a
sequence of radial functions for p = 1.

Let us turn to the upper estimate for C(Ep,q∗). We construct a finite open
covering of Ω by balls Bi of radius ρ with a finite multiplicity depending only
on n. Let either Bi ⊂ Ω or the center of Bi be placed on ∂Ω. We introduce a
family of non-negative functions {ηi} such that ηi ∈ C∞0 (Bi) and

∑

i

ηi(x)p = 1 on Ω.

Obviously,

‖u‖p
Lq∗ (Ω) = ‖

∑

i

|ηiu|p‖Lq∗/p(Ω) (4.2)

≤
∑

i

‖|ηiu|p‖Lq∗/p(Ω) =
∑

i

‖ηiu‖p
Lq∗ (Ω).
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If Bi ⊂ Ω then
‖ηiu‖Lq∗ (Ω) ≤ c(p, n)‖∇(ηiu)‖Lp(Ω).

Let ε be an arbitrary positive number. Since ρ is sufficiently small and the
domain is in the class C1 one can easily show that

‖ηiu‖Lq∗ (Ω) ≤ (21/nc(p, n) + ε)‖∇(ηiu)‖Lp(Ω)

for the ball Bi centered at a point at ∂Ω. By using (2.11) we see that

∑

i

‖∇(ηiu)‖p
Lp(Ω) ≤

∑

i

(
‖ηi∇u‖p

Lp(Ω) + ‖u∇ηi‖p
Lp(Ω)

)

≤ (1 + ε)
∑

i

‖ηi∇u‖p
Lp(Ω) + C(ε)

∑

i

‖u∇ηi‖p
Lp(Ω). (4.3)

We note that the first sum in (4.3) is equal to ‖∇u‖p
Lp(Ω). Now, it follows from

(4.2) that

‖u‖p
Lq∗ (Ω) ≤ (21/nc(p, n) + ε)p

(
(1 + ε)‖∇u‖p

Lp(Ω)

+C(ε)
∑

i

‖u∇ηi‖p
Lp(Ω)

)
. (4.4)

Furthermore the second sum in the right-hand side of (4.4) can be majorized
by C(ε, ρ)‖u‖p

Lp(Ω), and then

‖u‖p
Lq∗ (Ω) ≤ (21/nc(p, n) + ε)p

(
(1 + ε)‖∇u‖p

Lp(Ω)

+C(ε, ρ)‖u‖p
Lp(Ω)

)
.

Since the embedding Ep,p(Ω) is compact, it follows from [10, Theorem 16.4] that

‖u‖p
Lp

q∗ (Ω)
≤ (21/nc(p, n) + ε)p

×
(
(1 + ε)‖∇u‖p

Lp(Ω) +
(
ε‖u‖L1

p(Ω) + C(ε, %, τ)‖u‖L1(Ωτ )

)p )
.

Using (2.11) once more, we arrive at (1.1).
Hence

C(Ep,q∗) ≤ 21/nc(p, n),

which in combination with the lower estimate for C(Ep,q∗), shows that

C(Ep,q∗) = 21/nc(p, n). (4.5)

Putting an arbitrary u ∈ L1
p(Ω) vanishing outside Ω\Ωs into (1.1) and taking

the limit as s → 0, we conclude that

C(Ep,q∗) ≥M1(Ep,q∗). (4.6)
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Now, let u ∈ L1
p(Ω), u = 0 outside the ball B(x0, ρ) with x0 ∈ ∂Ω and

sufficiently small ρ. One can easily construct an extension ũ of u onto the whole
ball B(x0, ρ) so that

‖u‖Lq∗ (Ω)

‖u‖L1
p(Ω)

≥ 21/n(1− ε)
‖ũ‖Lq∗ (B(x,ρ))

‖ũ‖L1
p(B(x,ρ))

.

Choosing u in a such way that its extension ũ is an almost minimizing function
from the Sobolev inequality (4.1) we arrive at

‖u‖Lq∗ (Ω)

‖u‖L1
p(Ω)

≥ 21/nc(p, n)(1− 2ε)

and the definition of M2 yields

M2(Ep,q∗) ≥ 21/nc(p, n). (4.7)

Combining (4.5)–(4.7) and the inequality M2 ≤M1, we complete the proof.

5 Generalization

The previous results hold in a more general situation when there is a compact
subset of ∂Ω which is responsible for the loss of compactness of Ep,q and the
norm in the target space involves a measure.

Let K be a compact subset of ∂Ω and let ∂Ω \K be locally Lipschitz (i.e.
each point of ∂Ω \ K has a neighborhood U ⊂ Rn such that there exists a
quasi-isometric transformation which maps U ∩ Ω onto a cube).

Define
ΩK

s = {x ∈ Ω : dist(x,K) > s} .

It is obvious that for each s > 0,

L1
p(Ω

K
s ) → Lq(ΩK

s ) is compact

if and only if L1
p(Ωs) → Lq(Ωs) is compact. (5.1)

Let µ be a measure on Ω. We define the embedding operator

Ep,q(µ) : L1
p(Ω) → Lq(Ω, µ),

where

Lq(Ω, µ) =

{
u : ‖u‖Lq,µ =

(∫

Ω

|u|qdµ

)1/q

< ∞
}

.

We say that the measure µ is admissible with respect to K if for every s > 0
the embedding L1

p(Ω
K
s ) → Lq(ΩK

s , µ) is compact.
Let us note that for 1 < p < q < ∞ and p < n the admissibility of µ is

equivalent to
lim
ρ→0

sup
x∈ΩK

s

ρq(p−n)/pµ(B(x, ρ)) = 0

12



(see [1]), in the case 1 < p = n < q < ∞ it is equivalent to

lim
ρ→0

sup
x∈ΩK

s

| log ρ|q(p−1)/pµ(B(x, ρ)) = 0.

We introduce the modified versions of the localization moduli

M1(Ep,q(µ),K) = lim
s→0

sup

{
‖u‖Lq,µ

‖u‖L1
p

: u ∈ L1
p(Ω), v = 0 on Ω \ ΩK

s

}
,

and

M2(Ep,q(µ),K) = lim
%→0

sup
x∈K

sup

{
‖u‖Lq,µ

‖u‖L1
p

: u ∈ L1
p(Ω), supp u ⊂ B(x, %)

}
.

In the proofs of Theorem 2.4 and Theorem 2.5, we replace Ωs, Lq(Ω),
M1(Ep,q) and M2(Ep,q) by ΩK

s , Lq(Ω, µ), M1(Ep,q,K, µ) and M2(Ep,q, K, µ),
respectively. Then we use (5.1) and the definition of the admissible measure µ
to obtain the following theorem.

Theorem 5.1 Let K be a compact subset of ∂Ω such that ∂Ω \ K is locally
Lipschitz, and let µ be an admissible measure with respect to K.

(i) Let 1 ≤ p ≤ q < pn/(n− p) for n > p and let 1 ≤ q < ∞ for p ≥ n. Then

ess‖Ep,q(µ)‖ = C(Ep,q(µ)) = M1(Ep,q(µ), K).

(ii) Let 1 ≤ p < q < pn/(n− p) for n > p and let 1 ≤ q < ∞ for p ≥ n. Then

ess‖Ep,q(µ)‖ = C(Ep,q(µ)) = M1(Ep,q(µ),K) = M2(Ep,q(µ),K).

6 The cusp-shaped domains

In this section we find the explicit values of the measures of non-compactness
of the embedding Ep,q for cusp-shaped domains.

Let ω be a bounded Lipschitz domain in Rn−1. Consider the β-cusp

Ω = {x = (x′, xn) ∈ Rn : x′ ∈ xβ
nω, xn ∈ (0, 1)},

where β > 1.
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Theorem 6.1 Let Ω be the β-cusp with β > 1. Let p ∈ [1,∞) and γ ∈ R. We
introduce the measure dµ = x−γ

n dx and set

q =
(β(n− 1) + 1− γ)p

β(n− 1) + 1− p
. (6.1)

(i) Let

−p(β − 1)(n− 1)
n− p

< γ < p for 1 < p < n,

or
γ < p < β(n− 1) + 1 for n ≤ p.

Then

ess‖Ep,q(µ)‖ = C(Ep,q(µ)) = M1(Ep,q(µ)) = M2(Ep,q(µ))

= (mesn−1(ω))
p−q
pq

(
β(n− 1) + 1− p

p− 1

) 1
p− 1

q−1

×

×
(

p

q(p− 1)

) 1
q


 Γ

(
pq

q−p

)

Γ
(

q
q−p

)
Γ

(
p q−1

q−p

)



q−p
pq

.

(ii) Let 1 < p < 1 + β(n− 1) and γ = p. Then

ess‖Ep,p(µ)‖ = C(Ep,p(µ)) = M1(Ep,p(µ))
= M2(Ep,p(µ)) = p(β(n− 1) + 1− p)−1.

(iii) Let p = 1 and 1− β < γ < 1. Then

ess‖E1,q(µ)‖ = C(E1,q(µ)) = M1(E1,q(µ))

= M2(E1,q(µ)) = (mesn−1(ω))
1−q

q (β(n− 1) + 1− γ)−1/q,

where q is given by (6.1) with p = 1.

Proof. (i) By definition of M2, we have

M2(Ep,q(µ)) ≥ (mesn(ω))
p−q
pq lim

γ→0
Kp,q(ρ, β, γ),

where

Kp,q(ρ, β, γ) := sup

(∫ ρ

0
|v(t)|qtβ(n−1)−γdt

)1/q

(∫ ρ

0
|v′(t)|ptβ(n−1)dt

)1/p
,

the supremum being taken over Lipschitz functions on [0, ρ] vanishing at ρ.
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Making the substitution t = τ/λ, with λ > 0, we derive

Kp,q(ρ, β, γ) = sup

(∫ λρ

0
|v(τ)|qτβ(n−1)−γdτ

)1/q

(∫ λρ

0
|v′(τ)|pτβ(n−1)dτ

)1/p
,

where the supremum is taken over all Lipschitz functions on [0, λρ] vanishing at
λρ. This implies that Kp,q(ρ, β, γ) is constant in ρ and then

Kp,q(ρ, β, γ) = sup

(∫∞
0
|v(t)|qtβ(n−1)−γdt

)1/q

(∫∞
0
|v′(t)|ptβ(n−1)dt

)1/p
,

where the supremum is extended over all Lipschitz functions, with compact
support on [0,∞). By substitution t = τ c, where c = (1−p)(β(n−1)+1−p)−1,
we obtain

Kp,q(ρ, β, γ)=
(

β(n− 1) + 1− p

p− 1

) q−p
pq −1

sup

(∫∞
0
|v(τ)|qτ (β(n−1)−γ+1)c−1dτ

) 1
q

(∫∞
0
|v′(τ)|pdτ

) 1
p

,

where the supremum is taken over all Lipschitz functions with compact support
on [0,∞). Since

(β(n− 1)− γ + 1)c− 1 = −1− q(p− 1)
p

,

it follows by Bliss’ inequality [3], that

Kp,q(ρ, β, γ)=
(

β(n− 1) + 1− p

p− 1

) q−p
pq −1(

p

q(p− 1)

) 1
q


 Γ

(
pq

q−p

)

Γ
(

q
q−p

)
Γ

(
p q−1

q−p

)



q−p
pq

,

which gives the required lower estimate for the essential norm of Ep,q(µ).
We now derive an upper bound for the essential norm of Ep,q(µ). Let us

introduce the mean value of u over the cross section {(x′, xn) : x′ ∈ xβ
nω} by

u(xn) :=
1

mesn−1ω

∫

Rn−1
χω(z)u(xβ

nz, xn)dz. (6.2)

Let u ∈ L1
p(Ω). By the triangle inequality

‖u‖Lq(Ω,µ) ≤ ‖u‖Lq(Ω,µ) + ‖u− u‖Lq(Ω,µ). (6.3)

We estimate the first term in the right-hand side:

‖u‖Lq(Ω,µ) =
(∫ 1

0

∫

xβ
nω

|u(xn)|qdx′x−γ
n dxn

)1/q

(6.4)

= (mesn−1ω)1/q

(∫ 1

0

|u(xn)|qxβ(n−1)−γ
n dxn

)1/q

≤ Kp,q(1, β, γ)(mesn−1ω)1/q

(∫ 1

0

|(u)′(xn)|pxβ(n−1)
n dxn

)1/p

.
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Since

(u)′(xn) =
∂

∂xn

(
1

mesn−1ω

∫

Rn−1
χω(z)u(zxβ

n, xn)dz

)

=
1

mesn−1ω

∫

Rn−1
χω(z)

(
∂nu + βxβ−1

n (z,∇x′)u
)
(zxβ

n, xn)dz

it follows that

|(u)′(xn)| ≤ |(∂nu)(xn)|+ (diam ω)βxβ−1
n |(∇x′u)(xn)|.

Using the last inequality we obtain

(∫ ρ

0

|(u)′(x)|pxβ(n−1)dx

)1/p

(6.5)

≤
(∫ ρ

0

|(∂nu)(x)|pxβ(n−1)dx

)1/p

+(diam ω)βρβ−1

(∫ ρ

0

|(∇x′u)(x)|pxβ(n−1)dx

)1/p

.

Since
(∫ ρ

0

|v(xn)|pxβ(n−1)
n dxn

)1/p

≤ (mesn−1ω)−1/p

(∫ ρ

0

∫

xβ
nω

|v|pdx′dxn

)1/p

, (6.6)

we have for sufficiently small ρ

(∫ ρ

0

|(u)′(xn)|pxβ(n−1)
n dxn

)1/p

≤ (mesn−1ω)−1/p‖∇u‖Lp(Ω0
ρ), (6.7)

where Ω0
ρ = {x ∈ Ω : xn < ρ}. Then for every ε > 0 there exists a sufficiently

small ρ > 0 such that

‖u‖Lq(Ω0
ρ,µ) ≤ (Kp,q(1, β, γ)(mesn−1ω)

p−q
pq + ε)‖∇u‖Lp(Ω0

ρ). (6.8)

Let us estimate the second term in the right-hand side of (6.3). Consider a
sequence {zk}k≥0 given by

z0 ≤ 1, zk+1 + zβ
k+1 = zk, k ≥ 0.

One can easily verify that zk ↘ 0, zk+1z
−1
k → 1. Moreover zβ

k+1z
−β
k → 1.

Choosing z0 to be sufficiently small, we obtain zk+1/2 < zk < 2zk+1, k ≥ 1.
Set

Ck = {x = (x′, xn) ∈ Rn : xn ∈ (zk+1, zk), x′ ∈ xβ
nω}, k ≥ 1.

It follows from the construction of Ck that

‖u− u‖Lq(Ck,µ) ≤ 2γ/qz
−γ/q
k ‖u− u‖Lq(Ck). (6.9)
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We obtain by Sobolev’s theorem

‖u− u‖Lq(Ck) ≤ cz
βn( 1

q− 1
p )

k

(
‖u− u‖Lp(Ck) + zβ

k ‖∇(u− u)‖Lp(Ck)

)
, (6.10)

where c depends on ω, n, p, q and is independent of k.
And by the Poincaré inequality we have

∫

xβ
nω

|u(x′, xn)− u(x′, xn)|pdx′ ≤ cxβp
n

∫

xβ
nω

|∇x′u(x′, xn)|pdx

for almost all xn ∈ (0, 1).
Hence it follows from (6.10) and the previous inequality that

‖u− u‖Lq(Ck) ≤ cz
β(1−n

p + n
q )

k

(‖∇u‖Lp(Ck) + ‖∇u‖Lp(Ck)

)
. (6.11)

We deduce from (6.7)

‖∇u‖Lp(Ck) = ‖∂nu‖Lp(Ck) ≤ ‖∇u‖Lp(Ck). (6.12)

Combining (6.9), (6.11) and (6.12) implies

‖u− u‖Lq(Ck,µ) ≤ cz
− γ

q +β(1−n
p + n

q )

k ‖∇u‖Lp(Ck). (6.13)

Using (6.13) and the inequality
(∑

k

aq
k

)1/q

≤
(∑

k

ap
k

)1/p

, ak ≥ 0, q ≥ p,

we conclude
( ∞∑

k=l

‖u− u‖q
Lq(Ck,µ)

)1/q

≤ c

( ∞∑

k=l

z
[− γ

q +β(1−n
p + n

q )]p

k ‖∇u‖p
Lp(Ck)

)1/p

.

Since −γ
q + β(1− n

p + n
q ) > 0, it follows that for every ε > 0 there exists ρ > 0

such that
‖u− u‖Lq(Ω0

ρ,µ) ≤ ε‖∇u‖Lp(Ω0
ρ). (6.14)

Combining (6.3), (6.8) and (6.14) gives the upper estimate for the essential
norm of Ep,q(µ).

(ii) Let us recall the Hardy inequality (see [8, Theorem 330])
∫ ∞

0

(∫ ∞

x

f(t) dt
)p

xβ(n−1)−pdx

≤
( p

β(n− 1) + 1− p

)p
∫ ∞

0

fp(x)xβ(n−1)dx, (6.15)

where [p/(β(n−1)+1−p)]p is the best constant. Then replacing Bliss’ inequality
in (i) by Hardy’s inequality (6.15) with appropriate changes in the proof of (i),
we obtain (ii).

17



(iii) As in (ii) we replace Bliss’ inequality by Hardy’s inequality

(∫ ∞

0

(∫ ∞

x

f(t)dt

)q

xβ(n−1)−γdt

)1/q

≤ c

∫ ∞

0

f(x)xβ(n−1)dx

with the best constant

c = (β(n− 1) + 1− γ)−1/q

and repeat the proof of (i).

7 Finiteness of the negative spectrum of a Schrödinger
operator on β-cusp domains

Let Ω ⊂ Rn be the β-cusp domain with β > 1/(n− 1). In this section we study
the Neumann problem for the Schrödinger operator

−∆Nu− α

x2
n

u = f, in Ω (7.1)

∂u

∂ν
= 0, on ∂Ω \ {0},

where α = const > 0 and ν is a normal. The corresponding quadratic form is
given by

Aα(u, u) =
∫

Ω

|∇u|2dx− α

∫

Ω

|u|2
x2

n

dx. (7.2)

As in section 6 we denote dµ = x−2
n dx. Since the space L1

2(Ω) is continuously
embedded into L2(Ω, µ) when β > 1/(n − 1) (see [14, Section 5.1.2]), the form
Aα is well defined on L1

2(Ω).
We start by showing the semi-boundedness of Aα which guarantees the ex-

istence of the Friedrichs extension of (7.1).

Theorem 7.1 Aα is semi-bounded if and only if α ≤ [(β(n− 1)− 1)/2]2.

Proof. Let u be the mean value of u over the cross section (see (6.2)), then by
the triangle inequality

‖u‖L2(Ω,µ) ≤ ‖u‖L2(Ω,µ) + ‖u− u‖L2(Ω,µ). (7.3)

Combining (6.4), (6.5) and (6.6) (with p = q = 2 and γ = −2) we obtain

‖u‖L2(Ω0
ρ,µ) ≤ ess‖E2,2(µ)‖(‖∂nu‖L2(Ω0

ρ) (7.4)

+(diamn−1ω)βρn−1‖∇x′u‖L2(Ω0
ρ)

)
,

where Ω0
ρ = {x = (x′, xn) ∈ Rn : x ∈ Ω and xn < ρ}.
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Let us estimate the second term in the right-hand side of (7.3):

‖u− u‖2L2(Ω0
ρ,µ) =

∫ ρ

0

∫

xβ
nω

|u(x′, xn)− u(xn)|2dx′
dxn

x2
n

.

Using the Poincaré inequality on the cross line we see that

‖u− u‖2L2(Ω0
ρ,µ) ≤ (mesn−1(ω))2

∫ ρ

0

∫

xβ
nω

|∇x′u(x′, xn)|2x2β−2
n dx′dxn

≤ ρ2β−2(mesn−1(ω))2‖∇x′u‖2L2(Ω0
ρ).

Therefore by (7.3) and (7.4) we obtain

‖u‖L2(Ω0
ρ,µ) ≤ ess‖E2,2(µ)‖‖∇u‖L2(Ω0

ρ)

for sufficiently small ρ > 0.
Then

‖u‖2L2(Ω,µ) ≤ ‖u‖2L2(Ω0
ρ,µ) + ‖u‖2L2(Ω\Ω0

ρ,µ) (7.5)

≤ (ess‖E2,2(µ)‖)2‖∇u‖2L2(Ω0
ρ) + c(ρ)‖u‖2L2(Ω\Ω0

ρ)

≤ (2/(β(n− 1)− 1))2‖∇u‖2L2(Ω0
ρ) + c(ρ)‖u‖2L2(Ω),

which gives the semi-boundedness for α ≤ [(β(n− 1)− 1)/2]2.
Let α > [(β(n − 1) − 1)/2]2. We set d = α − [(β(n − 1) − 1)/2]2 > 0. It

follows from Theorem 6.1 that

lim
%→0

sup





∫ |u|2
x2

n
dx∫ |∇u|2dx

: u ∈ L1
p(Ω), supp u ⊂ Ω0

ρ



 = [2/(β(n− 1)− 1)]2.

Then there exists a sequence of functions {ui}∞i=1 such that supp(ui) ⊂ Ω0
1/i

and (
α− d

2

) ∫

Ω

|ui|2
x2

n

dx >

∫

Ω

|∇ui|2dx.

Hence,
∫

Ω

|∇ui|2dx − α

∫

Ω

|ui|2
x2

n

dx

< −d

2

∫

Ω

|ui|2
x2

n

dx

≤ − i2d

2

∫

Ω

|ui|2dx.

Therefore Aα is not semi-bounded when α > [(β(n− 1)− 1)/2]2.
The next theorem gives a condition for finiteness of the negative spectrum

of Aα.
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Theorem 7.2 If α < [(β(n − 1) − 1)/2]2, then the negative spectrum of Aα is
finite.

Proof. Let α < [(β(n − 1) − 1)/2]2 and M be a linear infinite-dimensional
manifold in L1

2(Ω). Take

ε <
1− α[2/(β(n− 1)− 1)]2

(2 + 2α)
. (7.6)

It follows from (7.5) that

‖u‖2L2(Ω,µ) ≤ (2/(β(n− 1)− 1))2‖∇u‖2L2(Ω0
ρ) + c(ρ)‖u‖2L2(Ω\Ω0

ρ),

for sufficiently small ρ > 0, where Ω0
ρ = {x = (x′, xn) ∈ Rn : x ∈ Ω and xn < ρ}.

Since the restriction L1
2(Ω) → L2(Ω \ Ω0

ρ) is compact, there exists a finite
rank operator F : L1

2(Ω) → L2(Ω \ Ω0
ρ), for which

‖u− Fu‖L2(Ω\Ω0
ρ) ≤

(
ε

c(ρ)

)1/2

‖u‖L1
2(Ω).

Note that

‖u‖2L2(Ω,µ) ≤ (2/(β(n− 1)− 1))2‖∇u‖2L2(Ω0
ρ)

+ c(ρ)

((
ε

c(ρ)

)1/2

‖u‖L1
2(Ω) + ‖Fu‖L2(Ω\Ω0

ρ)

)2

.

Let M⊥ ⊂ M be define by

M⊥ := {u : Fu = 0 and u ∈ M}.
Then M⊥ is a linear infinite-dimensional manifold in L1

2(Ω) and for every u ∈
M⊥ we have

‖u‖2L2(Ω,µ) ≤ (2/(β(n− 1)− 1))2 ‖∇u‖2L2(Ω0
ρ) + ε‖u‖2L1

2(Ω) (7.7)

≤ [
(2/(β(n− 1)− 1))2 + 2ε

] ‖∇u‖2L2(Ω) + 2ε‖u‖2L2(Ω).

Combining (7.2), (7.6) and (7.7) we obtain for each u ∈ M⊥ ⊂ M

Aα(u, u) =
∫

Ω

|∇u|2dx− α

∫

Ω

|u|2
x2

n

dx

≥ [(2/(β(n− 1)− 1))2 + 2ε]−1

∫

Ω

|u|2
x2

n

dx− α

∫

Ω

|u|2
x2

n

dx

− 2ε[(2/(β(n− 1)− 1))2 + 2ε]−1

∫

Ω

|u|2dx > 0.

Therefore, there does not exist a linear manifold of infinite dimension on which
Aα(u, u) < 0. This together with [14, Lemma 2.5.4/2] completes the proof.
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8 Relations of measures of non-compactness with
local isocapacitary and isoperimetric constants

Let E and F denote arbitrary relatively closed disjoint subsets of Ω. We intro-
duce the p-capacitance of the conductor Ω \ (E ∪ F ) as

capp,Ω(E, F ) = inf{‖∇u‖p
Lp

: u ≥ 1 on E and u = 0 on F,

u is locally Lipsichitz in Ω},
and we define the local isocapacitary constants

S(p, q, µ, Ω) = lim
s→0

sup

{
(µ(E))1/q

(capp,Ω(E, Ωs))1/p
: E ⊂ Ω \ Ωs

}
,

and

S̃(p, q, µ, Ω) = lim
ρ→0

sup
x∈∂Ω

sup

{
(µ(E))1/q

(capp,Ω(E, Ω \B(x, ρ)))1/p
: E ⊂ Ω ∩B(x, ρ)

}
.

Theorem 8.1 Let 1 ≤ p ≤ q < pn/(n − p) if n > p and 1 ≤ q < ∞ if p ≥ n.
Then

S(p, q, µ, Ω) ≤ ess‖Ep,q(µ)‖ ≤ K(p, q)S(p, q, µ, Ω). (8.1)

When additionally p < q then

S̃(p, q, µ, Ω) ≤ ess‖Ep,q(µ)‖ ≤ K(p, q)S̃(p, q, µ, Ω), (8.2)

where

K(p, q) =





(
Γ( pq

q−p )

Γ( q
q−p )Γ(p q−1

q−p )

)(q−p)/pq

, when 1 < p < q;

(p− 1)(1−p)/p, when 1 < p = q;

1, when 1 = p ≤ q.

Proof. The left-hand side inequality in (8.1) follows immediately from the
definition of M1.

The right-hand side inequality in (8.1) is a consequence of the capacitary
inequality

(∫ ∞

0

(
capp,Ω({x : |u(x)| ≥ t}, F )

)q/p
d(tq)

)1/q

≤ K(p, q)
(∫

Ω

|∇u|pdx

)1/p

,

where u = 0 on F which is a relatively compact subset of Ω (see [17, Proposition
1/5]). The inequality (8.2) follows by the same arguments when M1 is replaced
by M2.
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In the case p = 1 the p-capacity can be replaced by the (n− 1)-dimensional
area Hn−1. By g we denote relatively closed subsets of Ω such that Ω ∩ ∂g are
smooth surfaces. We introduce the local isoperimetric constants

T (q, µ, Ω) = lim
s→0

sup
{

(µ(g))1/q

Hn−1(Ω ∩ ∂g)
: g ⊂ Ω \ Ωs

}
,

and

T̃ (q, µ, Ω) = lim
s→0

sup
x∈∂Ω

sup
{

(µ(g))1/q

Hn−1(Ω ∩ ∂g)
: g ⊂ Ω ∩B(x, ρ)

}
.

Theorem 8.2 If 1 < q < n/(n− 1) then

T (q, µ, Ω) = T̃ (q, µ, Ω) = ess‖E1,q(µ)‖,

and if q = 1 then
T (q, µ, Ω) = ess‖E1,q(µ)‖.

Proof. It follows from [16, Theorem 3.5] that M1(E1,q) = T (q, Ω) which to-
gether with Theorem 2.4 completes the proof.

In view of Theorem 2.4 and Theorem 2.5 the role of the essential norm
of Ep,q(µ) can be played by M1(Ep,q(µ)) and C(Ep,q(µ)) and additionally by
M2(Ep,q(µ)) when p < q.

The following corollary, which is an immediate consequence of Theorem 6.1
(iii) and the previous theorem, gives the explicit values of the local isoperimetric
constants for power cusps.

Corollary 8.3 Let Ω ⊂ Rn be the β-cusp domain with β > 1 and γ ∈ (1−β, 1).
We introduce the measure dµ = x−γ

n dx and set

q =
β(n− 1) + 1− γ

β(n− 1)
.

Then
T (q, µ, Ω) = (mesn−1(ω))

1−q
q (β(n− 1) + 1− γ)−1/q.
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Linköping, SE-581 83, Sweden

24


