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Introduction

Motivation. In the present book we study conditions for the semi-bound-
edness of partial differential operators which is interpreted in different ways.
The semi-boundedness, i.e. the boundedness from above or from below of
quadratic forms generated by operators acting in Hilbert spaces has clear
physical meaning. This explains why such operators play an exceptional role
in applications of mathematical analysis.

In particular the definiteness of the sign of quadratic forms leads to theo-
rems of invertibility for the corresponding operators. It also gives quantitative
information on inverse operators. Operators with definite sign of the quadratic
form are naturally divided in the classes of positive and negative operators.

From the mathematical point of view the semi-boundedness is closely
connected with such properties of differential operators as strong ellipticity,
Garding inequality, maximum norm principles, and L2-contractivity of the
semigroup generated by the operator.

Needless to say an operator A is bounded from below if and only if —A is
bounded from above and vice versa. Hence we choose one of these classes in
different contexts without any serious reason, just according to our taste.

Nowadays one knows rather much about L?-semibounded differential and
pseudo-differential operators, although their complete characterization in an-
alytic terms causes difficulties even for rather simple operators, like, for ex-
ample, the Schrodinger operator u — —Au + c(z)u (see Maz’ya [66] and
references therein, and Jaye, Maz’ya, Verbitsky [38, 39]).

Until recently almost nothing was known about analytic characterizations
of semi-boundedness for differential operators in other Hilbert function spaces
and in Banach function spaces.

The goal of the present book is to partially fill this gap. We consider various
types of semi-boundedness and give some relevant conditions which are either
necessary and sufficient or best possible in a certain sense.

The material included here was either unpublished or published in journal
articles, so that the book has no significant intersections with huge existing



2 Contents

monographic literature on partial differential operators in Hilbert and Banach
spaces.

Most of the results reported in this book reflect our joint work on this
subject [8, 9, 10, 11]. We have included also theorems due to Stefan Eilertsen
[20, 22] and to the second author and Ovidiu Costin [12], Gershon Kresin
[45, 46], Mikael Langer [49, 50], Guo Luo [56, 57] and Svitlana Mayboroda
(58, 59].

Structure of the book. There are seven Chapters in the present book.

In Chapter 1 we study a certain subclass of semi-bounded operators in
a general Banach space, called dissipative. One is interested in such opera-
tors because of their close relation with the question of contractivity of the
generated semigroup.

In Chapter 2 we consider a scalar second order partial differential operator
whose coeflicients are complex valued measures. For a class of such operators
we find algebraic necessary and sufficiend conditions for the LP-dissipativity.
Generally speaking we show that such conditions are necessary and sufficient
for the so-called quasi-dissipativity. Algebraic necessary and sufficient condi-
tions are obtained also for scalar operators with complex constant coefficients.

Chapter 3 is devoted to the elasticity system. In the two-dimensional case
we give an inequality involving p and the Poisson ratio, which provides a nec-
essary and sufficient condition for the LP-dissipativity of the Lame operator.

In Chapter 4 we study some classes of systems for which we give necessary
and sufficient conditions.

The angle of dissipativity is the subject of Chapter 5. Thanks to the nec-
essary and sufficient conditions we have obtained, we are able to characterize
such an angle for different operators.

In Chapter 6 we have considered higher order partial differential operators.
It is shown that we cannot have LP-dissipativity for higher order operators if
p # 2. We may have LP-contractivity only for fourth order operators on the
cone of nonnegative functions and only for particular values of p.

In Chapter 7 we collect a series of results concerning the positivity of
various differential operators in different L?-weighted spaces.

More detailed information on the material included here can be found in
the introductions to chapters. We collect bibliographical notes in comments
to each chapter.

Readership. The volume is addressed to mathematicians working in par-
tial differential equations and applications.

Prerequisites for reading this book are undergraduate courses in theory of
partial differential equations and functional analysis.

Acknowledgments. The final version of the book was prepared during
our stay in the Institut Mittag-Lefller in July, 2013. We are grateful to the
staff of this Institute who created excellent conditions for our work.
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Preliminary facts on semi-boundedness of
forms and operators

Let us remind that, in the classical theory of Hilbert spaces, the class of
symmetric operators A, semi-bounded below is selected by the inequality

(Au,u) > cul®

valid for any u belonging to D(A), the domain of A (¢ € R). Similarly an
operator A is said to be semi-bounded above if the previous inequality holds
with > replaced by <.

More generally, a not necessarily symmetric operator A on a Hilbert space
is said to be semi-bounded below (above) if

Re(Au,u) > c||u))? (Ze(Au,u) < c||lul|?) (1.1)

for any u belonging to D(A).

If (1.1) holds with ¢ = 0, the operator A is said to be positive (nega-
tive). There are alternative terms, accretive and dissipative, which come from
physical applications.

In the present book we are led by analogy with these Hilbert space notions
to speak about semi-bounded, positive, negative, accretive and dissipative
operators in more general spaces (see Section 1.2).

The importance of dissipative operators lies, in particular, in the fact that
they generate contractive semigroups. Sections 1.3, 1.4 are devoted to basic
properties of dissipative operators in Banach spaces and to the contractivity
of the generated semigroups.

The last section 1.5 deals with time dependent semi-bounded operators
acting in general Banach spaces.

1.1 Dual set

Let X be a (complex) Banach space and denote by X* its (topological) dual
space.
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Given z € X, denote by i(z) the set
i(z) = {z" € X" | (2", 2) = [[«]* = [[«"[*}.

The set i(z) is called the dual set of x.

It is not difficult to prove that, for any = € X, i(x) is not empty. In fact,
if 2 =0, 1(0) = {0}. If z # 0, in view of the Hann-Banach Theorem, there
exists f € X* such that

(fre) = ll=ll,  IIfI =1

Thus z* = ||z|| f belongs to i(z), since

(@*,2) = l2ll(f,2) = ll=%, ll*ll = el I£]l = [l

Generally speaking, the set i(z) can contain more than one element. This
does not happen if X* is strictly convex, in particular if X is a Hilbert space.

Lemma 1.1. If X* is strictly convex, for any x € X the set i(x) contains
only one element.

Proof. Since i(0) = {0}, the result is true if = 0.
Let now = # 0 and let f, g be in i(z); let us prove that

] € i(z).

. (1.2)

In fact, we have

(o) =lal> =112 {go2) = lll® = llgll?
and therefore
(53 La) = 500 + 5av0) =l
This implies
Izl < 3115 + gl

from which 1
lzll < 5.f + gl -

On the other hand, since || f + g|| < ||f]| + llgl| = 2 ||=||, we have
S1F -+l =
PLE
and this proves (1.2).

We have thus
I+ gl =2zl = [Ifl + llgll -
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Because of the strictly convexity of X*, this implies that f and g are
linearly dependent, i.e. there exists (a,b) # (0,0) such that af + bg =0 a.e..
Supposing a # 0, we find f = Ag. Since
(g.2) = ll=[* = (f,z) = Mg, )
we have A =1 (note that « # 0 and then (g,z) # 0), i.e. f =g.

Let us determine the dual set i(x) in the particular case of the L? spaces.
Since the spaces LP(f2) (1 < p < o0) are strictly convex, the dual set i(f)
contains only one element f*. Let us look for f* in the following form

gy e T@IF@ i 5@ #0
f@) {0 if f(z) =

where c; and « are to be determined.
Since f* has to belong to L4, and since

|/ (@)|? = | f (@)t

where f # 0,we must have g(a+ 1) =p, i.e. a = c-l=p-2
Imposing the condition (f*, f) = || |2 leads to

IFI2 = (5 ) = f /f e = /Q FiPde = eI F1E

and then
cp=fI277

Let us prove that we have also ||f*||; = ||fllp- In fact, since |f*|?7 =
c‘]{|f|q(a+1) = C;|f|p (where f # 0), we have

[ irras = [ igpan = g = s,

We have then proved

Lemma 1.2. Let X = LP(£2) (1 < p < o). The dual set i(f) contains only
the element f*, where

. =712 T @) |f(@)P2 if f(z) #0
)= {o if f(x) =0.

Remark 1.3. If p = 1, we can take

/(z)

Hf||1|f(m)|

if f(x) #0
fr(x) =

¥(z) if f(z) = 0.
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where 1 is any measurable function such that |[¢(z)| < ||f|1 a-e..

We leave the proof to the reader. This remark shows that there are in-
finitely many functions f* in i(f), provided that the set {z € 2| f(z) = 0}
has positive measure and || f||; > 0.

1.2 Semi-bounded operators on Banach spaces

Let X be a (complex) Banach space and X* its (topological) dual space. Let
Z be a sesquilinear form

D' x D 3 (p,u) = Z(p,u) € C,

where D’ and D are two subspaces dense in B* and B, respectively. This
means that

L(ap+pi,u) = a L(p,u)+B. LW, u), L(p autbv) =alp,u)+B(p,v).
We give now the first basic definition we shall use everywhere.

Definition 1.4. We say that ¥ is semi-bounded above in D if there exists
¢ € R such that, for any v € D with i(u) N D" # 0, there exists u* € D’ for
which

Fe & (u*,u) < c|ul]?. (1.3)

In particular, if for any w € D with i(u) N D’ # 0, there erists u* € D’
such that
FHe L(u*,u) <0, (1.4)

we say that ¥ is dissipative (negative) in D.
If (1.3) holds with a constant ¢ > 0, we say that £ is quasi-dissipative.

Similarly the semiboundedness below is defined as follows.

Definition 1.5. We say that £ is semi-bounded below in D if there exists
c € R such that, for any v € D with i(u) N D' # 0, there exists u* € D' for
which

Fe L (u*,u) = c|ul]®. (1.5)

In particular, if for any uw € D with i(u) N D’ # 0, there exists u* € D’
such that
RHe L(u,u) =0, (1.6)

we say that £ is accretive (positive) in D.
If (1.5) holds with a constant ¢ < 0, we say that £ is quasi-accretive.
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Ezample 1.6. Consider X = LP(2), X* = L' (2), D = D' = C}(R2),
ZL(p,u) = / Ve - Vudz.
Q

Now, if p > 2, u* belongs to C3(£2) for any u € C3(£2). Therefore condition
(1.6) means

%’e/ V(JulP~%u) - Vadz > 0
7

for any u € C}(£2).

If 1 < p < 2, we prove the following simple fact: u € C§(£2) is such that
u* belongs to C§(£2) if and only if we can write u = ||U||12),_p/|v|p/_25, with
v e CyHN).

In fact, if v is any function in C§(£2), then setting u = ”0”12;17’ |v[?' 25, we
have u € C}(£2) and u* = v belongs to C¢(£2) too. Conversely, if u is such that
u* belongs to C} (£2), set v = u*. We have v € C}(£2) and u = ||v||f,7pl|v\pl’2@.
The proof is complete.

Therefore, if 1 < p < 2, condition (1.6) for any u € D such that u* belongs
to D', means

%e/ﬂVu V(jol” 2v)dz > 0
for any v € C3(£2).
Now, suppose we have a linear operator A : D(A) C X — X. Setting
Lt u) = (u*, Au), D= D(A), D =B*
in Definitions 1.5 or 1.4, we obtain the analogues definitions for operators.

Definition 1.7. Let A : D(A) C X — X be a linear operator, X being a
(complex) Banach space. A is said to be semi-bounded above if there exists
¢ € R such that, for any u € D(A) there exists u* € i(u) for which

Fe (u*, Au) < c|jul*.

In particular, if this condition holds with ¢ = 0 (¢ > 0) we say that A is
dissipative (quasi-dissipative).

Definition 1.8. Let A : D(A) C X — X be a linear operator, X being a
(complex) Banach space. A is said to be semi-bounded below if there exists
¢ € R such that, for any u € D(A) there exists u* € i(u) for which

Fe (u*, Au) = c|jul*.

In particular, if this condition holds with ¢ = 0 (¢ < 0) we say that A is
accretive (quasi-accretive).
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Remark 1.9. Let A be a linear operator defined on a subspace D(A) contained
in LP(£2), 2 being a domain in R, p € (1,00). Thanks to Lemma 1.2, the
operator A is dissipative with respect to the LP-norm, briefly is LP-dissipative,
if, and only if,

.%’e/ (Au,u)|ulP~2de <0, Y ue D(A),
fe)

where the integral is extended on the set {z € 2 | u(x) # 0}.

1.3 Criteria for the contractivity of a semigroup

1.3.1 Strongly continuous semigroups

Let X be a Banach space. A semigroup of linear operators on X is a family
of linear and continuous operators T'(t) (0 < ¢t < c0) from X into itself such
that
T0)=1
T(t+s)=T)T(s) (s,t = 0).
The linear operator
Axr = lim M

t—0+ t

(1.7)

is the infinitesimal generator of the semigroup T(t).
The domain D(A) of the operator A is the set of x € X such that the
following limit exists
. TH)x—=x
lim ———.
t—0+ t
We remark that the linear operator A does not need to be continuous.
We say that T(t) is a strongly continuous semigroup (briefly, a C°-
semigroup) if
lim T(t)x = =z, VrelX.
t—0+
The operator A is said to be the generator of the C°-semigroup if (1.7)
holds for any x € D(A).
The following inequalities hold for any C°-semigroup.

Theorem 1.10. Let T'(t) be a Cy semigroup. There exist two constants w > 0,
M > 1 such hat
IT@)|| < Met 0<t<oo. (1.8)

Proof. First let us show that there exist constants M and n > 0 such that
IT@I <M Vel (1.9)

If (1.9) is false, we can find a sequence of real numbers ¢,, > 0 such that
T (t,)]] > n, t, — 0. It follows that there exists z € X such that
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sup ||T(tn)z|| = oo.
neN

If not, we would have

sup ||T(tn)x|| < oo VoelX;
neN

in view of the Banach-Steinhaus Theorem, this implies

sup || T(tn)] < oc.
neN

and this is absurd. Formula (1.9) is proved.
Since ||T'(0)|| = 1, we have M > 1. Let now ¢ be a nonnegative number; we
can write t = nn + J, where n is a natural number and 0 < 6 < 7. Therefore

t—46

IT@®)] = |T@)T ()" || < M™ = M5 < M5 = M e

where w = (log M) /n.
A first consequence is that T'(t)z is continuous.

Theorem 1.11. Let T(t) be a Cy-semigroup. For any x € X, T(t)z is a
continuos function on X of the real variable t > 0.

Proof. The continuity from the right at t = 0 is obvious. Let us fix t > 0 and
take h > 0; we have

IT(t + h)z = T(t)]| < ITEIIT(h)z — 2|l < Me**|T(h)x — x|

and then
lim ||T(t+h)x —T(t =0.

On the other hand, if ¢t — h > 0, we have also
|IT(t = h)e — T(t)x| < || T(t = h)|l||lz — T(h)x|| < Me® *M][||lz — T(h)x] .

It follows
lim [|[T(t+h)z—T()x| =0
h—0—

and the result is proved.
The next Theorem shows some properties of C°-semigroups.
Theorem 1.12. Let T'(t) be a Cy-semigroup and A its generator. Then

1 t+h
a) limf/ T(s)xds =T(t)x VzelX.
r—0 h J,

b)reX = /tT(s)mdseD(A) e
0
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A (/0 T(s)x ds> =T(t)x — x. (1.10)
c)reDA) = T(t)xre D(A) e
d
aT(t)x =AT(t)x =T(t)Ax (1.11)

d) for any x € D(A) we have
Tt)x —T(s)xz = /t T(r)Azdr = /t AT (T)z dr. (1.12)

Proof. Fix x € X and t > 0; given ¢ > 0, in view of the previous Theorem,
there exists 6. > 0 such that

IT(s)x —T(t)x| <e |s —t] < de.
It follows that, if |s — | < o,

1

t+h
7 /t (T(s)x —T(t)z)ds !

< — <
Sl :

t+h
/t IT(s)x —T(t)x||ds

i.e. a) (it is obvious how to change the proof for t = 0).
As far b) is concerned, fix x € X and h > 0. One has

o | Twas =5 [T+ ne =T -

1 t+h 1 h
E/t T(s)xds—g/o T(s)xds.

The last term tending to T'(t)x — z as h — 07 because of a), the integral in
b) belongs to D(A) and b) holds.
Let now x € D(A) and h > 0; we have

T@x:T@<}l>x—+T@Ax

This shows that T'(¢)z belongs to D(A) and moreover AT (t)x = T(t)Ax.
We have also proved that

d+
STz = AT(H)z = T(t)Az.

Let us consider now the left derivative. We can write

Tt —h)z—T(t)x B x—T(h)z
— —Tt)Ax =T(t—h) {—h

]—T@sz
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T(h)z —x

T(t - h) -

—Ax| +[T(t —h) —T(t)]Azx.

Since z € D(A), we have

lim T(h)x —x

= Ax.
h—0t h .

The norm ||T'(s)|| being bounded on the compact sets, in view of Theorem
1.10 (note that T'(t) does not need to be continuous !), we find

T _
im 7t —n) | TPE=T ]
h—0t h
Moreover
lim [T(t —h) —T(t)|Ax =
Jim [Tt —h) = T(¢)| Az = 0
and thus -
—T)x =T(t)Ax.
T(t) = T(t)As

This proves the statement c).
Finally, (1.12) is obtained by integrating (1.11).

We recall that the operator A is closed if its graph is closed, which means
that the implication holds

n € D(A
wn € D(4) € D(A)
Ax, —y =Y

Theorem 1.13. Let A be the generator of the Cy-semigroup T(t). Then A is
a densely defined closed operator.

Proof. We start by proving that D(A) is dense in X. Let z € X and define

1 t
T = f/ T(s)x ds.
tJo

From b) of previous theorem, z; € D(A) and from a) z; — x. This means
that D(A) = X.

In order to prove that A is a closed operator, we have to show that (1.13)
holds. Since x,, € D(A), (1.12) implies

¢
T(t)x, —x, = / T(s)Ax,ds.
0

Letting n — oo, one has
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Ttz —z= /0 T(s)yds

from which

o t
Tt)z -z _ 1/ T(s)y ds.

As t — 07, the right hand side tends to y and thus z € D(A), Az = y.

The next result shows that a Cy-semigroup is uniquely determined by its
generator.

Theorem 1.14. Let A and B two generators of the Cy-semigroups T'(t) and
S(t) respectively. If A = B then the two semigroups coincide, i.e. T(t) = S(t)
for any t > 0.

Proof. Let x € D(A) = D(B). From (1.11) it follows

diT(t —5)S(s)x = —AT(t —s)S(s)z +T(t — s)BS(s)x =
s
—T(t—s)AS(s)x+T(t—s)BS(s)z =0 (0<s<t)
and then the function T'(t — s)S(s)z of the real variable s is constant. In

particular T'(t)z = S(t)x, i.e. T(t) = S(¢) on D(A). The domain D(A) being
dense in X (see Theorem 1.13), it follows that T'(¢t) = S(t).

Properties (1.8) and (1.11) imply that for any given ug € D(A) the function
u(t) = T(t)up is the only solution of the abstract Cauchy problem

(c% =Au, (t>0)
(1.14)

u(0) = ug .
Remark 1.15. 1t is still possible to solve the Cauchy problem (1.14) where ug

is an arbitrary element of X. In order to do that, it is necessary to introduce
a concept of generalized solution. For this we refer to Pazy [77, Ch.4].

Example 1.16. An example of Cy-semigroup.
Let X = C°(]0,00]), where this symbol means the space of the complex
valued functions defined in [0, 00) such that there exists the limit

lim f(z).

r—r—+0o0

The space X, equipped with the norm
[fllee = sup |f(z),

z€[0,+00)

is a Banach space. Define the family of operators T'(t) (¢ > 0) by
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[T()f](x) = f(z +1).

Obviously, for any ¢ > 0, it makes sense to consider f(x + t). Moreover
T(t)f is a continuous function and since

lim [T(t)f](z) = lim f(z)

r—r+00 T—r+00

T'(t) maps X into itself. Let us remark that

1T(t) flloo < 1o -

It is clear that T'(t) is a semigroup. Let us prove that it is a Cp-semigroup,
i.e. that

Tim | T()f = flloe = 0. (1.15)

By hypothesis, there exists o € C to which f(z) tends as z — +00. Given
€ > 0, there exists K. > 0 such that

|f(z)—a|<e Vz>K..
This implies
F@+t)— f(@)] < [flz+t)—al+la—f(@)| <26 Va3 K., t30. (L16)

On the other hand f is uniformly continuous on [0, K. + 1] and then there
exists d. > 0 (which can be supposed to be less than 1) such that

[flz+t)— flx)|<e Vzeld,K], 0<t<id..
Keeping in mind (1.16), we find
If(x+1t)— flz)|]<2e Vael0,0),0<t<d,

and (1.15) is proved.
What is the generator A of T(¢) and its domain D(A) ?
The function f belongs to D(A) if and only if there exists in X the limit

ag =t TOIS _ oy S22 50)

t—0+ t—0+ t

In particular

t —
Af(z) = tim LEFED =@y )
t—0+ t
and then f admits the right derivative for any > 0 and the right derivative,
Af, is continuous everywhere. But then, in view of a well known result in the
theory of functions of one real variable (see, e.g.., Pazy [77, p.42-43]), f is

differentiable for any x > 0.
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Moreover, since Af € X, there exists also

. /
Jm (@),
Therefore D(A) is contained in the space of the functions f € C*(]0, 00))
such that f' € X and Af = f.
Viceversa, if f € C1([0,00)) and f’ € X, then f € D(A). In fact, we have

flxa+t)— f(z 1ot
Tet D@ priay = 2 [ i) - @) au.

But, since f’ € X, f’ is uniformly continuous and then |f'(u) — f'(z)| < e
for | — ul less than a certain §.. Thus

-+t
f(z+t)_f(x)—f/(l') glf \f’(u)—f’(x)|du<6 O<t<55
t t ),
and this shows that
lim f('+t)*f7f/ :07
t—0+ t .

ie. f € D(A), Af = f'. We have thus proved that

DA)={feXx |3}, f'eX}, Af=f.

1.3.2 Main result

The case when w = 0 and M = 1 in the inequality (1.8) is of particular
interest. We have
1T <1

and the semigroup is said to be a contraction semigroup or a semigroup of con-
tractions. If the operator A is the generator of a C%-semigroup of contractions,
the solution of the Cauchy problem (1.14) satisfies the estimate

[u®)]| < [luoll (¢ =0). (1.17)

In order to find characterizations of such operators we prove some lemmas.

We recall that the resolvent of a linear operator A, p(A), is the set of the
complex numbers A such that there exists the resolvent operator (Al — A)~!
and it is continuous. The spectrum o(A) of the operator A is defined as
C\ o(A). By R(A : A) (A € o(A)), or shortly Ry, we denote the operator
(M — A)~L.

Lemma 1.17. Let A be a linear operator. If o(A) # 0 then A is closed.
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Proof. Suppose that the sequence {x,,}, contained in the domain of A, is such
that x, — x and Az, — y.
Given X € g(A), we get

Ar, — Axp = A —y

and then
xn = Ry(Ax — ).

Because of the uniqueness of the limit, we find
x = Rax(Ax —y).

This shows that © € D(AI — A) = D(A) and (Al — A)x = Az — y, ie.
Az =y and the lemma is proved (see (1.13)).

Lemma 1.18. If \, u € 9(A) we have the resolvent identity
Ry — R, = (u—A)R\R,. (1.18)
Moreover the operators Ry and R,, commute: R\R, = R, R.
Proof. We have
(AT — A)[Ry — RyJ(ul — A) = [I — (\ = AYR,J(ul — A) =
(I = A) = (= A) = (= NI
and (1.18) follows. By exchanging A e u we prove the commutativity.

Let A be an operator such that! R* C g(A); we can then consider Ry for
any A > 0. The operator Ay = MAR) is called the Yosida approximation of A.
Even if A is unbounded, the operator A, is a linear and continuous operator
defined all over X. The linearity is obvious, while Ay is continuous, because

()\I — A)Rk =1 e AR)\ = )\RA -1

and then
Ay = N°Ry — M. (1.19)

The next Lemma shows in which sense A is an approximation of A.

Lemma 1.19. Let A be a densely defined operator such that Rt C o(A) and

1
IBAl<5  va>o.

Then
lim ARz ==z VeeX (1.20)
A—0t
lim Az = Ax vV z € D(A). (1.21)
A—=0t

! By Rt we denote the set {\ € R | A > 0}.
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Proof. Suppose first 2z € D(A); since
Ry(AM - Az ==x

we get
AR \xz = x + R)Ax.

Limit (1.20) for any 2 € D(A) follows from the inequality
1
[~ < [l Ax]).

Let now & € X; given € > 0, by hypothesis there exists y € D(A) such
that ||z — y|| < e. Since

AR z — 2| < [ARxz = ARxyl|+ [ ARxy—yll+|ly—=| < 2 lz =yl +[[ARxy —y||

we have
limsup [[AR z — z|| < 2¢.
A—00

Because of the arbitrariness of €, (1.20) is proved for any = € X.
As far as (1.21) is concerned, formula (1.20) clearly implies

lim A\RyAz=Ax  Vz e D(A)
A—=0+F

and (1.21) follows, because Ry commute with A on D(A) 2 .

Lemma 1.20. Let U(t) and V() be two contraction semigroups whose gen-
erators are C and D respectively. Suppose that U(t) and V (t) commute, i.e.
Ut)V(s) =V(s)U(t) for any s,t > 0. Then

Uz — V($)z|| < t||Cz — Dz|| ¥z e D(C)NDD). (1.22)

Proof. First observe that from the commutativity of U(¢) and V (¢) it follows
that also the generator of U(t), C, commute with V(¢). Specifically, let « €
D(C); we can write

therefore x € D(C) = V (t)z € D(C) and
CV(t)x =V (t)Cx

(for any ¢ > 0). Keeping in mind (1.11), we have for any = € D(C') N D(D)

2 In fact (\[ — A)Rx = RA\(M — A) =T on D(A) and then ARz = Ry Az for any
xz € D(A).
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‘d
U)r —V(t)x = / £[U(3)V(t —s)x]ds =
0
t
/ U(s)CV (t— 8)z — U(s)V(t — 5)Da] ds
0
and then
t
Ult)r —V(t)x = / [U(s)V(t—s)Cx—U(s)V(t—s)Dx]ds.
0
This implies
t
Uz = V(t)z| < /0 UV (E =9 [[Cz — Dzl ds < t[|Cx — D]

We are now in a position to prove the following characterization of genera-
tors of contractive semigroups, which provides the main result of this section.

Theorem 1.21 (Hille-Yosida). A linear operator A generates a C° semi-
group of contractions T'(t) if, and only if,

(i) A is closed and D(A) is dense in X;

(ii) o(A) D 0" and

1
|RA|l < 3 VvV A>0. (1.23)

Proof. Suppose that A is the generator of a contraction semigroups. We know
already that A is a densely defined and closed operator (see theorem 1.13).

In order to prove b), observe that for any A > 0, e *T(t) is a contraction
semigroup, because

le™T(t)ll = e ™T(®)]| < 1.
The generator of e T (t) is A — \I; in fact

“MT(t)x — T(t)x — M ]
e (t)x x*ef)‘t (t)x stre

_ T(t
¢ n ¢ (t)e
and then
At B
im o TWTZT e Ve e D(A) = D(A— D),
t—0+ t

We can apply (1.10) and (1.12) to A — A\, obtaining
t
e MT(t)r —x = (A — ) (/ e MT(s)x ds) , VzrelX;
0

e MT () —x = /Ot e T (s)(A— M)z ds, YV x € D(A).
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Letting t — 400 we find
x=(A—A) (/ e MT(s)x ds) VeeX
0
x = / e T (s)(M — A)zds YV x € D(A).
0

The first equality shows that the range of A\I — A is all of X, while the
second one implies that A\I — A is injective. Then there exists (A — A)~! and,
setting y = (A — A)z,

o0
(M—A)‘ly=/ e T (s)yds.
0
This leads to
B % , < s Y
IOz =4yl < [T ezl ds <yl | e s = B

Then we have proved that (Al — A)~! is continuous (i.e. A € g(A)) and
(1.23) holds.

Viceversa, let A satisfy a) and b). For any A > 0 we can consider the
Yosida approximation Ay and the limit (1.21) holds. The operator Ay, being
linear and continuous, is the generator of a semigroup uniformly continuous
e!4x. This is a contractive semigroup, because, keeping in mind (1.19), we
have

HetAAH _ ||e_>‘“€)‘2tR>‘H < €_>‘te)\2t”R>‘H < e~ Mt _ 1

(here we used that A|Ry|| < 1).
Define
T(t)z = lim ez  VzeX. (1.24)

A—o0

To see that this definition makes sense, we have to show that this limit
does exist for any = € X.

Let us start by first showing that this limit does exist for any € D(A):
given \, > 0, it is easy to show that the contraction semigroups e*4* and
e!4» commute and then we can apply Lemma 1.20. From (1.22) it follows

tAu

etz — e | <t Axz — A,z vV xz e D(A).

But, if x € D(A), (1.21) shows that Ayz — Az and then, given £ > 0,
there exists A. > 0 such that, for A, u > A., one has ||Ayz — A 2| < e. Thus

||emA x— ety

| <te.

This shows that the limit (1.24) does exist for any = € D(A). Let now
x € X; given £ > 0 let y € D(A)such that ||z — y|| <e. We have

et — etz < et — etAry + ety — ey + fetAny — et

| <
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and then there exists A. such that, for p > A, one has

2|z — yl + [le“ry — et

Y

et e — etz < 3¢,

Thus there exists the limit (1.24) fo any = € X.
(1.24) implies also

lim |[T(t)z| = lim [[ez|| < |lz]] VzeX
A— 00 A—00

and then ||T(¢)|| < 1.
From (1.24) easily follows that T'(0) = I, T(t + s) = T(t)T(s), i.e. T(t) is
a semigroup. Let us show that T'(¢) is continuous:

lim T(t)x =« VeeX (1.25)

t—0+

We prove first (1.25) when « € D(A). In fact, if © € D(A), we have

t t

d

etA*x—x:/ —[e“‘*x]ds:/ SN Ay ds,
o ds 0

from which, letting A — oo and keeping in mind (1.21), it follows
t
Tt)x —x = / T(s)Axds (1.26)
0

(invoking the dominated convergence Theorem, we can pass the limit under
the integral sign, because || T(s)Az|| < ||Az|). We have then

t
IT(t)x — 2| < / |7(s) Ax| ds < t] Az

and (1.25) follows for any x € D(A). The density of D(A) in X implies the
result for any z € X.

We have shown that is a contractive C%-semigroup. To complete the proof,
we have to show that A is the generator of T'(t).

Let B be the generator of T'(t); we have to show that A = B.

Dividing (1.26) by t we get

M - %/0 T(s)Az ds YV z e D(A)

and then the limit (1.7) exists and

im LOTZT _rvar v e D(A).

t—0+ t
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This shows that D(A) C D(B) and Bz = Az on D(A). On the other hand
1 € o(A) (by hypothesis) and 1 € o(B) ( because of the necessity part of
the present theorem). Therefore (I — A)~! and (I — B)~! do exist and are
continuous. In particular, I — A and I — B are surjective operators. Thus

(I-B)D(A)=(—-A)D(A)=X = (I-B)D(B)
from which it follows: D(A) = D(B) and then A = B.

Strictly speaking, the definition of e!4 doesn’t make sense, because A can
be unbounded. Nevertheless, we can still consider this exponential, provided
it is understood in a generalized sense. This is shown by the next result.

Lemma 1.22. If A is the generator of a C°-semigroup, then T(t) = e'4,

where this exponential is understood as

etdr = lim ez, reX.
A—00
Proof. In the proof of the Hille-Yosida Theorem, we have seen that there
exists the limit

lim etz VeeX
A—00

and that it defines a semigroup S(t), whose generator is A.
Both the semigroups T'(¢) and S(t) being generated by A, Theorem 1.14
implies T'(t) = S(t).

Another interesting formula is the following one, which shows that the
resolvent can be considered as the Laplace transform of the semigroup

Ryu = /000 e MT(t)u] dt (Fe X > w).

From the Hille-Yosida Theorem, one can obtain also the following charac-
terization of the generators of C%-semigroups, where M and w are the con-
stants appearing in (1.8)

Theorem 1.23. A linear operator A generates a C° semigroup T(t) if, and
only if,

(i) A is closed and D(A) is dense in X;

(i1) o(A) D{A € 0| A > w} and

M

Ry < ~+—,
|| )\H (A—W)n

VA>w, n=1,2,....
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1.4 Dissipativity in abstract setting

1.4.1 Dissipative operators on Banach spaces

In this section we prove some lemmas concerning dissipative operators (see
Definition 1.7). Such results will permit us to prove a new characterization of
generators of contractive semigroups.

Lemma 1.24. Let x,y € X. The inequality
]l <[z — ayl (1.27)
holds for any o > 0 if, and only if, there exists ¢ € i(x) such that
He{p,y) <0 (1.28)
Proof. If x = 0 the result is trivial, since i(0) = {0}. Let = # 0.

If (1.28) is true, for any @ > 0 we may write
[2]* = (¢, 2) < (p,2) — aRelp,y) = Zelp,x — ay) < || |z — ayl|

and (1.27) follows.
Conversely, let us suppose that (1.27) holds for any « > 0. Let ¢, be an
element of i(z — ay) and define ¥, = ¢u/||@all. Note that ¢, # 0, because

lz]| < ||z — ay|| = ||¢a| and we are assuming x # 0.
Moreover
(Yo, # = ay) = (pa, 2 = ay)/|[all = |z — ayl| = [|=[|. (1.29)

Because of the Banach-Alaoglu Theorem, we can find a sequence {«,,} of
positive numbers such that o, — 0 and 9, b, with

%ol < 1. (1.30)
Putting o = o, in (1.29) and letting n — oo, we find 3
[#]| = (Yo, x) < llthol| |||
from which, keeping in mind (1.30), we find
[0l = 1.
Define ¢ = ||z||¢b . Since
(0, 2) = [lz]l (o, z) = [|2]1* = [lo]?
we have ¢ € i(z). Moreover, the inequality
2] < [l — ayl| = Ze(tha, x) — a e, y) < ||| — a Ze(tha, y)

shows that
Ke(Ya,y) <0.

Putting a = «, and letting n — oo, we find (1.28).

3 Note that, if 2, — xo and 1, — 1o, then (n,zn) — (1, ).
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This Lemma has some interesting consequences.

Corollary 1.25. The linear operator A is dissipative if and only if, for any
x € D(A), we have
Joll < llz — ada] (1.31)

for any a > 0.
Proof. The operator A is dissipative if, and only if, for any x € D(A), there

exists ¢ € i(x) such that Ze(p, Azx) < 0. Fixed x € D(A), Lemma 1.24 (where
y = Ax) shows that this happens if and only if (1.31) holds for any a > 0.

The operator A is said to be m-dissipative if A is dissipative and o(A4) N
R* # (). We denote by Z(A) the range of A.

Corollary 1.26. The operator A is m-dissipative if, and only if, A is dissi-
pative and there exists X > 0 such that Z(\ — A) = X.

Proof. If A is dissipative and Z(\ — A) = X, then (A — A)~! does exist
and is continuous, in view of (1.31). This shows that A is m-dissipative. The
converse is obvious.

Corollary 1.27. If A is closed and dissipative, then for any A > 0 the range
AN — A) is closed.

Proof. Let y, be a sequence in Z(A — A) such that y, — yo. We can write
Yn = ATy — Axy, for some z, € D(A] — A) = D(A).
Because of Corollary 1.25, we have

||33n+p — x| < ”()‘xnﬂ? - Amnﬂ)) — (Azy, — Azy)|| = ||yn+p — Ynll

and then {z,} is a Cauchy sequence in X. Let x¢ be its limit. We have
Az, = Axp — yn — Axg — yo. Since A is a closed operator, o belongs to
D(A) and Azg = Axg — yo, i.e. yo = Azg — Axg. This shows that yo belongs
to Z(AI — A), i.e. that Z(A] — A) is closed.

Lemma 1.28. Let A be a linear operator and let p € o(A). Then X € o(A) if
and only if U~ belongs to B(X), where

U=1T+0\—p)(ul—A)""

In this case
M — At = (ul — AU

Proof. If U~! does exist and is continuous, we have

(M = A)(ul = ATV = [(A = )] + (pl = A))(ul = ATV =
(A=—p)(pl —A) '+ U =0U" =1
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In the same way

(ul = A)TUTHN = A) = (ul = AU =) +pl = A] =
(ul =A) U A=) (] = A) "+ 1 (ud = A) = (u] = A) " (ul = A) = Ip(a).

This means that (A — A)~! exists, is given by (ul — A)~'U~! and thus
it belongs to Z(X).
The proof of the converse is similar.

1.4.2 Another characterization of generators of contractive
semigroups

Hille-Yosida Theorem 1.21 characterizes the generators of contractive semi-
groups. The next results provides different necessary and sufficient conditions
under which A generates a contractive semigroup. Such conditions are related
to the concept of dissipativity.

Theorem 1.29 (Lumer-Phillips). If A generates a C° semigroup of con-
tractions, then

(i) D(A) = X;

(ii) A is dissipative. More precisely, for any x € D(A), we have

He(x*, Ax) < 0,V z* € i(x);

(iii) o(4) > o*.
Conversely, if

(i’) D(A) = X;

(ii’) A is dissipative;
(iii’) o(A) No™ # 0,

then A generates a C° semigroup of contractions.

Proof. Because of Hille-Yosida Theorem 1.21, the operator A generates a C°-
semigroup of contractions if and only if the following conditions are satisfied:
(a) A is closed;
(b) D(A) = X;
(c) o(A) D R¥;

1
@ IR <5 ¥VAa>o.

Let us suppose that A generates the C° semigroup of contractions T(t).
Since (a)-(d) hold true, conditions (i) and (iii) are certainly satisfied. In order
to prove (ii), let * denote any element in i(z). We have

(@, T(t)x — ) = («*, T(t)x) — |l

and since
[(z*, T(#)z)| < [l | 1T (t)x]| < [,
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we find
Felx*, T(t)x —x) = Re(z*, T(t)x) — ||z||* < 0.
Supposing = € D(A), dividing by ¢ and letting ¢ — 0T, we get
Rel{x*, Ax) <0

and (ii) is proved.

Conversely, let A be an operator satisfying (i’)-(iii’). Condition (b) is ob-
viously true.

Condition (a) follows from the fact that o(A) # 0 (see Lemma 1.17).

Let now p € o(A)NRT and a = i; since

I—aA:I—lA:l(uI—A)
T

the existence of (ul — A)~! implies that (I — aA)~! does exist and
(I —ad)™ = p(pl - A)~"
Because of the dissipativity of A we have (see Corollary 1.25) ||(I —
aA)7H <1, ie.
IaT =)~ < (132

If we choose A such that |A — p| < u, we get
_ A—pu
IO =t = ) < Pt

and then the operator I + (A — u)(ul — A)~! is invertible

Lemma 1.28 assures that A € o(A4). We have shown that u € o(A) NRT
implies that all the interval (0,2u) is contained in o(A). Replacing p by 2u
we find that o(A) contains also every A > 0 such that

A—ul <2
ot = #

e
i.e. (0,3u) C o(A). By iterating the argument it follows that RT C p(A) and
(c) is proved.
Assertion (d) follows from (1.32), taking into account that R™ C o(A).

Lumer-Phillips Theorem can be stated in an equivalent form by using the
concept of m-dissipativity.

Theorem 1.30 (Lumer-Phillips). The operator A generates a C° semi-
group of contractions if, and only if, A is m-dissipative and D(A) = X.

Proof. The proof follows immediately from Theorem 1.29 and the definition
of m-~dissipative operator.
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The following Theorem provides a useful sufficient condition for the gen-
eration of a semigroup of contractions.

Theorem 1.31. Let A be a closed operator with D(A) = X. If A and A* are
dissipative, then A generates a C° semigroup of contractions.

Proof. Because of Lumer-Phillips Theorem 1.30, we have to prove that A is
m-dissipative. Since A is dissipative by hypothesis, all we have to show is that
there exists A > 0 such that Z(A] — A) = X (see Corollary 1.26).

Let A be a positive number. In view of Corollary 1.27, (A — A) is closed.
If Z(A\] — A) # X, we can find ¢ € X* such that ¢ # 0 and

(p, Az — Az) =0, Ve DA —A)=D(A). (1.33)
Condition (1.33) can be written as
(Ap—A%p,z) =0, vV x € D(A).

From the density of D(A) it follows Ap — A*¢ = 0.
On the other hand, in view of the dissipativity of A* and Corollary 1.25,
we have ||| < ||A¢ — A*p||. Then ¢ = 0 and this is absurd.

1.5 Time dependent semi-bounded operators

So far we have considered dissipativity for operators which do not depend on
t. In this Section we are going to give some properties concerning ordinary
differential equations in Banach spaces with variable dissipative coefficient
operators.

Let B stand for a real Banach space. We denote by f, a linear functional
such that

(fo,z) = ||
and

[ fall = 1.

By using the notations of Section 1.1 we have f, = x*/||z*||, where xx
belongs to the dual set of x.

The operator A acting in B with the domain D(A) is semibounded above
if there exists a real constant w such that for every x € D(A)

(fo, Az) < w|]|. (1.34)

The dissipativity we have considered in the previous sections corresponds
to the case w = 0.

If the norm in B is differentiable in the sense of Gateaux, i.e. if for all
elements z and h of B there exists the limit
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1

lim — -
lim (o + th]] = [z,

then this limit is equal to (f;, h). In fact, by definition of the functional f,,
one has for t > 0

S+ il = l2l) > 5 ol + 1) — gl = (o). (135)
On the other hand
1 1
Ll — e~ thl) < S llell — fole —th)] =< fuch> . (1360

Passing to the limit in (1.35) and (1.36), we obtain
Dzl =< furh>
— ||z = .
dt o T

Hence condition (1.34) is equivalent to
(Az, I'z) < w|z|

where I" stands for the Gateaux gradient of the norm in B.
If, in particular, B = LP(du) (1 < p < o0), where p is a measure, then

1— _
Iz = ||zl () 2P 2.

1.5.1 “Parabolic” equation

Let B denote an arbitrary Banach space. Consider the following equation,

which generalizes the classical heat equation
dx
T At)z 4+ (t), t€(0,T), ¢(t) € B. (1.37)

Here A(t) is an operator acting in B (not necessarily linear), whose domain
D(A(t)) does not depend on ¢.

The function ¢ — «(t) in (1.37) is strongly continuous on [0, T], belongs
to D(A(t)) and has a weak first derivative on (0,7). Let the function

0,713 ¢ = [lz(®)]]

be absolutely continuous on [0,7]. We assume that there exists an integrable
function w defined on [0,T] subject to
< fu, Al)x > < w(t)||x|| (1.38)

for all x € D(A(t)).

By a solution of (1.37) we mean a function : ¢ — z(¢) fulfilling the previous
conditions and satisfying equation (1.37).
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Theorem 1.32. For any solution of (1.37) the estimate

t
Jo® < 2@l O+ [Cpes @ar - (1.39)
0

holds.

Proof. We note that for ¢t € (0,7) the inequality holds:

d dx(t
0l < (fo 520,

In fact, by definition of f,,

T—=0t T

(o 52 ) = i 2 {fao(0)] - Faplole = 7]} >

lim % =@ = ll=(t =7} = %Ilw(t)\l-

T—0t

By (1.37)

(o T ) = o A0 + Fot ).

Now (1.38) implies

Lia(t)) < w2l + )]

which leads directly to (1.39).

Remark 1.85.If p(t) = 0 and w(t) < 0 on [0,7'), then the solution of (1.37)
satisfies the maximum principle

@) < [lz(0)]].

1.5.2 “Elliptic” equation

Let us consider the equation

d*z
— +A{)x=0, te(0,T), (1.40)
dt?

where A(t) is the same operator as in subsection 1.5.1.

By a solution of (1.40) we mean a function [0,7] > t — x(t) € D(A(¢)),
continuous on [0, 7] and having a weak second derivative on (0,7). Assume
that the first derivative of ||z(t)| exists and that it is absolutely continuous
on [0, 7.
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Theorem 1.34. Let t — x(t) denote a solution of equation (1.40). Ifw(t) <0,
the mazimum value of ||z(t)|| on [0,T] is attained at one of the endpoints of

[0, 7).

Proof. We have
(1)
(fon T2y = T L (ool t+T>]+fm<t>[x<t—T>]—2fx<t>[x<t>]}<

im, 2 (lale )l + ot - )] - 200} = (o)

and, keeping in mind (1.40) and (1.38),

{for ) = ~ Lo A0 (0] > ~(0) (0]

Therefore the function ¢t — ||x(t)|| satisfies the differential inequality

L Ol + (1) Ja(0)] > 0.

Since the function ||z(t)|| is convex, its maximum is attained either at ¢ = 0
or t =T. The proof is complete.

Remark 1.85. From comparison theorem for ordinary differential equations,

we have that
[z < w(t)

where w is solution of the following two points problem

{w”(t)+w(t) w(t) =0 in (0,7)
w(0) = [[z(0)]], w(T) = [lz(T)]-

For example, let w(t) = const < 0; then

. sinh(\/|w|(T —t)) (0 sinh(y/|w|t)
=) < TV o)+ SRR

(D] -

Therefore either
lz(®)| < ||=(0)] for ¢ =0

. a0l

=50 oxp([w])

)

which can be interpreted as a variant of the Phragmen-Lindel6f principle.
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1.6 Comments to Chapter 1

The concept of a semigroup goes back to J. A. Séguier, which introduced and
named it in 1904. Later several applications to partial differential equations
were discovered and a first systematic and comprehensive treatment of this
theory can be found in Hille’s book [33] (see also the revised and extended
edition, Hille and Phillips [34]).

Detailed historical informations on the subject can be found in Reed and
Simon [79]. A huge list of references (updated to 1985) is in Goldstein [29].

Nowadays the theory of semigroups of operators is very well developed
and there are several books describing it in great detail. We mention Davies
[15, 16], Fattorini [23], Goldstein [28], Kresin and Maz’ya [46], Ouhabaz [76],
Pazy [77], Robinson [80] et al..

Much of the material of this chapter is taken from [28] and [77].

Theorem 1.21 is due to Hille [33] and Yosida [89], who independently
proved it in late 1940s.

Theorem 1.29 was proved by Lumer and Phillips in [55]. In [71] Maz’ya
and Sobolevskii obtained independently of Lumer and Phillips a similar cri-
terion under the assumption that the norm of the Banach space is Gateaux-
differentiable. Their result looks as follows

Theorem 1.36. The closed and densely defined operator A+l has a bounded
inwverse for all A > 0 and satisfies the inequality

I[A+ M7 < [Ze X+ No] 7t
(Mo > 0) if and only if, for any v € D(A) and f € D(A*),
Re(I'v, Av) = Aol|vl],

Re(I* f, A* f) = Xoll f]]-

Here I'* stands for the Gateaux gradient of the norm in B*.
We remark that [71] was sent to the journal in 1960, before the Lumer-
Phillips paper of 1961 appeared.






2

LP-dissipativity of scalar second order
operators with complex coefficients

In this Chapter we start dealing with concrete problems. Let us consider a
scalar second order operator with complex coefficients

Au = div(e/ Vu) + bVu + div(cu) + au. (2.1)

Section 2.1 is devoted to auxiliary material.

In Section 2.2 we deal with the operator div(e/ V), where o7 is a matrix
whose entries are complex measures and whose imaginary part is symmetric.
We prove that the relevant sesquilinear form & is LP-dissipative if and only
if the following algebraic condition is satisfied

lp=2[[{(Ime §,8)| <2vp—1(Zewt £§), (2.2)

for any £ € R™. Here | - | denotes the total variation and the inequality has to
be understood in the sense of measures.

‘We note that this criterion does not hold if either the operator A contains
lower order terms or #/m ¢/ is not symmetric. In these cases it is not pos-
sible to give algebraic characterizations of LP-dissipativity. However, we find
necessary and sufficient conditions for operator (2.1) with complex constant
coefficients. This is the subject of Section 2.3.

Section 2.4 is concerned with the relations between the LP-dissipativity of
¢ and the LP-dissipativity of the partial differential operator (2.1). We show
also that if either the operator A contains lower order terms or #/m &7 is not
symmetric, then the algebraic condition (2.2) is necessary and sufficient for
the so called quasi-dissipativity.

The Chapter is finished with Section 2.5, where we discuss a certain “qua-
sicommutativity” property of the composition operator on one hand and the
Poisson operator P of the Dirichlet problem for the equation div(e/ Vu) =0
on the other hand. This topic is somewhat different from our principal theme,
but it is close to it in spirit.

In the special case of Laplace operator our general result gives a series of
sharp inequalities of type
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(a+1)?

a+1(2 <
/lV(Ph) e < 5

(9]

/ |VP(h* ™) |?dx
(9

for « > —1/2 and for an arbitrary nonnegative function h defined on 912.

2.1 Results on general operators with lower order terms

2.1.1 Main Lemma

By Cy(£2) we denote the space of complex valued continuous functions having
compact support in £2. Let C}(£2) consist of all the functions in Cp(§2) having
continuos partial derivatives of the first order.

In what follows, o7 is a n X n matrix function with complex valued entries
a' € (Cy(£2))*, o' is its transposed matrix and ¢7* is its adjoint matrix, i.e.
=

Let b= (b1,...,b,) and ¢ = (cy,. .., ¢,) stand for complex valued vectors
with b, ¢; € (Co(£2))*. By a we mean a complex valued scalar distribution in
(C5(£2))*.

We denote by £ (u,v) the sesquilinear form
Z(u,v) = —/ (e Vu, Vv) — (bVu,v) + (u,eVv) — alu,v))
Q

defined on C3(£2) x C}(£2).
The integrals appearing in this definition have to be understood in a proper
way. The entries a”® being measures, the meaning of the first term is

/(%VmVU):/ O O T da®.
Q Q

Similar meanings have the terms involving b and c. Finally, the last term
is the action of the distribution a € (CZ(£2))* on the function (u,v) belonging
to C3(02).

The form .Z is related to the operator

Au = div(es Vu) + bVu + div(cu) + au. (2.3)

where div denotes the divergence operator.
The operator A acts from C}(£2) to (C}(£2))* through the relation

g(u,v):/nmu,w

for any u,v € C}(£2).
We start with the dissipativity of the form ¥, according to Definition 1.4.
The form .& is LP-dissipative if for all u € CL($2)
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Fe L (u, [uP~u) <0 ifp>2
Fe L (|l Puu) <0 ifl<p<2.

As in Example 1.6, the necessity of differentiating the case 1 < p < 2 from
p > 2 is due to the fact that |u|772u € C}(2) for ¢ > 2 and u € C}(£2).
The following lemma will play a key role.

Lemma 2.1. The form £ is LP-dissipative if and only if for all v € C§(£2)

e [ [l V0.90) ~ (1= 2/p){(f — )V (ol o] 1090~
2
(1= 2/ V(ol), V()] + [ (b +0), Fm@Te)) +  (26)
Q
/ Ze(div(b/p —c/p’) — a)v]* > 0.
2
Here and in the sequel the integrand is extended by zero on the set where v

vanishes.

Proof. The proof of this Lemma is quite technical.
Suppose that p > 2 and that (2.6) holds. Take u € C}(£2) and set

v = |u|P2/2, (2.7)
The function v belongs to C}(£2) and |v| = |ulP/2, i.e. |u| = |v|*/P. From
2.7 it follows also that u = |v|C=P)/Py, |u|P=2u = |v|2P=2)/P|y|C=P)/Py =

|v|(P=2)/Py,
A direct calculation shows that

(o Vu, V([ulP"2u)) = (o V(|0 7°0), V(o] 7 ) =
(o (Vo—(1 —2/p)|o| 0V ]ol), Vo + (1 — 2/p)lo| oV ]]) =
(o7 Vo, V) — (1 —2/p) ({[v] v o7 Vo], Vo) — (o Vv, |o| 0V ]o])) —
— (1= 2/p)* (& V]u], V]ol) .

Since

Fe((vat V||, Vv) — (of Vv, 0V|v])) =
Fe(v{af Vv], Vv) — (v o* V||, V) = Ze({(v(of — o)V |v], V)

we have
et Vu, V(|ul’~2u)) = Ze [/ Vv, Vo)
(1=2/p){(o = ")V (Jo]), [v] " TV) = (1 = 2/p)* (a7 V(|0]), V(|v])) |

Moreover, we have
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(bVu, [ulP~2u) = —(1 — 2/p) |v| bV|v| + ThVv
and then

Fe(bVu, |[ulP~2u) = 2 Ze(b/p) Ze(TVv) — (Fmb) Im(vVv) =
Fe(b/p)V(|v|*) — (Fmb) Im(TVv).

An integration by parts gives

/Q%e<qu7 JuP~2u) = —/Q%’e(vt(b/p))|v|2 - /Q(me,fm(@Vv)).

(2.8)
In the same way we find

RHelu, eV ([ulP~2u)) = Ze (1 —2/p) |v|cV|v| + v VD) =
2 Ze(c/p') Ze(vVv) + (Imc) Im(vVv) =
Re(c/p )V ([v]*) + (Fme) Im(vVo)

and then

c P=2)) = — e(Vi(e/p)|v|? me, Im(wVo)).
/Q%’em,cvw ) /Q%m/pnwfgw I m(TV))

(2.9)
Finally, since we have also

Ze(alu, [ulP~*u) = (Zea)|ul” = (Zea)|v]?,
the left-hand side in (2.6) is equal to Ze ¥ (u, |u|P~2u) and (2.4) follows from

(2.6).
Let us suppose that 1 < p < 2. Now (2.5) can be written as

Re /Q ({er* Vu, V(|ulP ~2u)) + <a/w, Jul? ~?u) — <u,bV(luIP"2u)>—(2.1O)
—a(u, [uf” "*u)) > 0.

We know that this is true if
%e/ﬂ (e V0, 90) = (L= 2/ ){(" — )V (o)), o] 5V 0)~
—(1 =2/ V(o). V(o)) +
+/ (Im(—€—b), Im(vVv)) +

(9]
| e faiv (21 = (<)) = a] [of > 0

(2.11)

for any v € C}(£2). This condition is exactly (2.6) and the sufficiency is proved
also for 1 < p < 2.
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Vice versa, let us suppose (2.4) holds and let v € C3(£2). Since the function

u= |v|277pv does not need to belong to Cg(£2), we cannot proceed as for the
Sufficiency. In order to overcome this difficulty, set

21
ge = (WP +%)2, u.=g7 v (2.12)

‘We have
<qu57V(|u5|p_2u5)> =
|u5|p*2<g/ Vue, Vue) + (p— 2)|us|p*3<¢;z{ Ve, u:V]uel)

On the other hand, since dng. = g=*|v|On|v], we can write

|Us|p728hu68kﬂs = ggip‘v‘p72 |:(1 - 2/]))2 gg2|v|28hgsakgsf
(1—2/p) 9= (vO1g=04T + TORVOyg: ) + )T =
(1 —2/p)? g= 2 v [P+20), [v| k0] -
(1 — Q/p) g;p\v\P‘1(06h|v|8w+68hv6k|v|) + g?_P|v\p_28hv8@.
This leads to
|uelP~2(of Ve, Vue) = (1 —2/p)* g- P |o|P*2( o7 Vv], V]v])—
(1—2/p) g= P[P~ ({7 vV|v|, V) + (o Vv,v V|v|) + g2 P|v|P~* (o7 Vv, V) .

In the same way

|ue [P~ (o Ve, uV|ue|) =
(1= 2/p)? gz W+ |of*2 — (1= 2/p) g7 o? | (e Vo], Vol)+
[ (1= 2/p) gl + g2+ ~] (o Vo, 0T o).

Observing that g. tends to |v| as e — 0 and that g-!|v| < 1, referring to
Lebesgue’s dominated convergence theorem we find

lim (,;z{VuE,V(|ug|p_2ue)> =

e—0 0

(o7 Vv, V) —
L e (2.13)
(1-2/p) /Q o7 (0.9 V1], V) = (o T, 0 ) -

—(1-2/p)’ /Q<wwv|,wv\> .

Similar computations show that
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(bVue, [ue[P~?ue) = —(1 = 2/p)g " |o|" bV |v] + g2 P[P ~*Tb Vo,
(e, @9 (el 2uc)) = g2 ol [(1 = p) (1~ 2/p) g2 0PV ol +
+(p— 2)|v|V|v| + va},
a(ue, |u5|p_2u5> = agg_p|v|p

from which follows

lim (qu€,|u8|p_2Ue>:/(—(1—2/p)|v|bV\v\+Eva) (2.14)
(]

e—=0 Jn

e=0 Jo

lim [ (ue, eV (JuclP?ue)) = /Q ((1 =2/p)|v|cV]v| +vcVD)  (2.15)

lim a(ua,\u5|p_2u5>:/a|v|2 (2.16)
(9]

e—=0 Jo
From (2.13)—(2.16) we obtain that

lim Ze £ (ue, [uc["">uc)

exists and is equal to the left-hand side of (2.6). This shows that (2.4) implies
(2.6) and the necessity is proved for p > 2.

Let us assume 1 < p < 2. Since (2.5) can be written as (2.10), replacing
o/, b, € by o/*, —C, —b respectively in formulas (2.13)-(2.16) we find that

lim %’e,ﬁ(\ue\plﬂue,ue)
e—0

exists and is equal to the left-hand side of (2.11). Thus (2.5) implies (2.6).

2.1.2 Necessary condition
Here we show some consequences of Lemma 2.1.
Corollary 2.2. If the form ¥ is LP-dissipative, we have
(Zeo £,€) 20 (2.17)
for any & € R™.

Proof. We remark that condition (2.17) has to be understood in the sense of
measures, i.e. it means that, for any £ € R”,

/(%e%&@v >0
(9]

for any nonnegative v € Cy(£2).
Given a function v, let us set
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X = Ze(lv| 'o Vo), Y = Im(jv|"0 Vo),
on the set {z € 2 | v # 0}. We have

Re(o Vv, Vv) = Ze (of ([v| "0 V), [v] 0 V0) =
(Beod X, X)+ (Re g V,Y)+ (Im(o — ") X,Y),
Ke((of — ™)V (|[v]), Vo) o] to = Zel(of — /") X, X +iY) =
(Im(e — ") X,Y),

RHelat Vv|, Vv|) = (Ze o X, X).

Since ¢ is LP-dissipative, (2.6) holds. Hence, keeping in mind that the
next integral is extended on the set where v does not vanish,

4
/ {p—p,@eﬂx,m +{(Red V.Y )+
o)
Up ' Imog +p " Img")X,Y) + (Im(b+c), Y)|v|+ (218)
Ze [div (b/p —c/p') — al |v|2} > 0.
We define the function
v(z) = o(x) ¥
where o and ¢ are real functions with o € C3(£2) and ¢ € C1(£2). Since
o] T Vo = Jo| M (ee T (Vo +i0Vp) €)= |o| "' oVo + ilo| Ve

on the set {z € 2| o(x) # 0}, it follows from (2.18) that

4
—//Q%’e,gz%Vg,VQH-/ 0*(Re of Vi, Vo)+
Py Jo (7]

2 [ ollp™' Imat +p'~ Ima*)Vo, V) + (2.19)
(9]

/ o(Fm(b +¢), V) + / Fe [div(b/p — c/pf) — a] & >0
(9] 2

for any o € C3(£2), ¢ € CH().
We choose ¢ by the equality

o= g log(0” +¢€)

where ¢ € R and € > 0. Then (2.19) takes the form
4 / (Ze ot Vo,Vo) + 2/ 974<e@642fVQ Vo)+
pr Ja " )o@ +ep ’
QQ (p~' Im o +p' ™" Im " )Vo,Vo)+ (2.20)
no°+e¢

3
u/n 92Q+5<ﬂm(b+c),VQ>+/Q%e[div(b/p—c/p’)—a] 0°>0

2p
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Letting € — 07 in (2.20) leads to
4

- / (%e of Vo,V ) +u2/ (Re of Vo,Vo)+
pp Jg Q
2#/<(P_1fm;zf—ﬁ-p’_lfm%*)vg,vm—&- (2.21)

Q
n [ elrmd e,y + [ deldiv(bfp - c/f) ~a ¢ >0
Q Q
Since this holds for any p € R, we have
/ (%e o/ Vo,Vo) =0 (2.22)
Q

for any o € C3(92).
Taking o(x) = ¥(x) cos(§, x) with a real ¢ € CL(£2) and & € R™, we find

[ (rer Vo 90) costic o) - (e o €, V00
19,

(Fe o7 Vi, €)] sin(€, z) cos(€, x) + (Re of €, €)% (x) sin® (€, 2)} > 0.
On the other hand, taking o(x) = ¥(z) sin(§, x),

/Q ((Be o T, V) sin? (€, @) + [(Fe o €, V) +
(%e of VU, €)] sin(€, x) cos(€, x) + (Re o7 & €)Y (x) cos* (€, x)} = 0.

The two inequalities we have obtained lead to

/@eﬂw,ww/(%eﬂg,@w? > 0.
(9] (%}

Because of the arbitrariness of &, we find

/ (Fe ot €,€)p* > 0.
(9]

On the other hand, any nonnegative function v € Cy(§2) can be approxi-
mated in the uniform norm in 2 by a sequence 2, with v, € C§°(£2), and
then (Ze o7 £, &) is a nonnegative measure.

It will be clear later (see Example 2.10) that (2.17) is not sufficient for the
LP-dissipativity.

2.1.3 Sufficient condition

The next Corollary provides a sufficient condition. It shows that the LP-
dissipativity of A follows from the nonnegativity of a certain polynomial
(whose coefficients are measures) in 2n real variables. This polynomial de-
pends on the real parameters «, 8, which can be arbitrarily fixed.
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Corollary 2.3. Let a, 8 two real constants. If

4
]Tp,é%’e%é,@ +(%e ot n.n) +2((p" Im o +p 7 Im . *)E )+

(S m(b+c),n) — 2(Ze(ab/p — Be/p'), )+ (223)
Ze[div((1—a)b/p—(1—-PB)c/p’)—a] >0

for any & m € R™, the form ¥ is LP-dissipative.

Proof. In the proof of Lemma 2.1 we have integrated by parts in (2.8) and
(2.9). More generally, we have

2/p /Q (@b, Re(TV)) = 2a/p /Q (%eb, Be(TVv))—
(1=a)fp [ (T )lof
2/p /Q<=%’6 c,Ze(vVv)) = 26/p /ﬂ(%e c, Ze(tVv))—
(1-8)/p /Q.@e(vtc)|v|2.
This leads to write conditions (2.6) in a slightly different form:
%e/ [WWW — (1 =2/p) (o7 — *)V(|v]), [v| TV)—
fo)
(1-2/p)*(es V(|UD7V(|UD>} + /()(fm(b +¢),ISm@UVv)) —
2/ (Ze(ab/p — Be/p'), Ze(WVv))+
7

/Q Ze(div((1— a)b/p — (1— B)e/p') — a)luf® > 0.

By using the functions X and Y introduced in Corollary 2.2, the left-hand
side of the last inequality can be written as

| awxy)

where @ denotes the polynomial (2.23).
The result follows from Lemma 2.1.

Generally speaking, conditions (2.23) are not necessary for LP-dissipa-
tivity. We show this by the following example, where .#m &7 is not symmet-
ric. Later we give another example showing that, even for symmetric matrices
Jm of , conditions (2.23) are not necessary for LP-dissipativity (see Example
2.17). Nevertheless in the next section we show that the conditions are neces-
sary for the LP-dissipativity, provided the operator A has no lower order terms
and the matrix .#m o7 is symmetric (see Theorem 2.7 and Remark 2.8).
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d:( ; ”)
—iy 1

where « is a real constant, b = ¢ = @ = 0. In this case polynomial (2.23) is
given by

Ezample 2.4. Let n = 2 and

(m + &) + (2 = 7&1)* = (4 — 4/(pp")) €.
Taking 72 > 4/(pp’), condition (2.23) is not satisfied, while we have the
LP-dissipativity, because the corresponding operator A is nothing but the
Laplacian.

2.1.4 Consequences of the main Lemma

The next Corollary is an interpolation result

Corollary 2.5. If the form ¥ is both LP- and Lp/-dissipative, it is also L"-
dissipative for any v between p and p', i.e. for any r given by

r=t/p+1-1t)/p 0<t<). (2.24)

Proof. From the proof of Corollary 2.2 we know that (2.18) holds. In the same
way, we find

/ {fi@@eﬂx,)a Y (Red YV, Y)—
2(p' ! St ﬁffl Im )X, Y)+ (Im(b+c),Y)|v|+ (2.25)
Ze [div (b/p' — c/p) — a) |v|2} > 0.
We multiply (2.18) by ¢, (2.25) by (1 —t) and sum up. Since
t/p+(1—t)/p=1/r" and rv’ <pp,
we find, keeping in mind Corollary 2.2,
A{%(%eﬂ’X,X>+(%e,Q%Y,Y>f
2(r ' Imo +r" Im g )X,Y) + (Im(b+c),Y)|v|+
+ e [div (b/r — c/r') — a] [v} > 0
and & is L"-dissipative by Lemma 2.1 .
Corollary 2.6. Suppose that either
Imgo =0, FHedivb = Zedive =0 (2.26)
or
Imo =Imga', Imd+c)=0, Redivb=Zedive=0. (2.27)
If & is LP-dissipative, it is also L"-dissipative for any r given by (2.24).



2.2 The operator : u — div(e/ Vu). The main Theorem 41

Proof. Assume that (2.26) holds. With the notation introduced in Corollary
2.2, inequality (2.6) reads as

4
/ (p—p,<%’edX,X)+<<%’e,Q{Y7Y)+
(]

(Im(b+c),Y)|v| — %’ea|v|2) > 0.

Since the left-hand side does not change after replacing p by p’, Lemma 2.1
gives the result.
Let (2.27) holds. Using the formula

pil fmf;z{—i—p”l fm@(*:

p—l fmd—p/_l jmdt _ _(1 _ 2/p) fmd, (228)

we obtain

/ (i(%’eg{x,x) + (ZegY,Y)—
0 \Pp

2(1=-2/p)(Ima X,Y) — .@ea|v|2) >0.
Replacing v by v, we find

4
/ (ﬁ@@edm,w} +{(FedY,Y)+
17}

2(1—2/p)(Im ey X,Y) —%ea|v|2) >0

and we have the L¥ -dissipativity by 1 — 2/p = =14 2/p’. The reference to
Corollary 2.5 completes the proof.

2.2 The operator : u — div(e/ Vu). The main Theorem

In this section we consider operator (2.87) without lower order terms:
Au = div(e/ Vu) (2.29)

with the coefficients a"* € (Cy(£2))*. The following Theorem contains an
algebraic necessary and sufficient condition for the LP-dissipativity.

Theorem 2.7. Let the matriz m of be symmetric, i.e. Im gt = Im o .
The form

#lu) = [ (o V. Vo)
Q
is LP-dissipative if and only if
lp—2|(Ima §,€)| < 2¢/p—1(Re o &8 (2.30)

for any &€ € R™, where | -| denotes the total variation.
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Proof. Sufficiency. In view of Corollary 2.3 the form & is LP-dissipative if
4
oy e &8 + (e o/ nm) =21 =2/p)(Ima &) 20 (2.31)

for any &, n € R™.
By putting

we write (2.31) in the form

L2 St Am) > 0.

Fe of \,\y + (Fe o/ n,m) —
{ )+ 7:m) N

Then (2.31) is equivalent to

F(Em) = (Fead €. + (Fe o/ mo) = T (Fm oy ) 0

for any £,n € R™.
For any nonnegative ¢ € Cy({2), define

Ao Z(€n
|€|2-|-\77\2 1/ (&

Let us fix &, no such that |£]? + [no|> = 1 and

)\90:/9‘5/(507770)s0

We have the algebraic system

p_2 * _
| (200 6- 5= sl = m) ¢ =206

p72 *
9 __r—z — =2\ .
/Q e of Mo 51 Im(of — ™) | ¢ © 10

This implies

p_2 * _
/Q <2 %642{(50*770)4’2\/? jm(&z{*&{ )(50”0)) ¥ =
2, (S0 —m0)

and therefore

/Q <2<=%’€»<Zf(§o —10),60 — Mo) + %(ﬂm%(ﬁo —10),80 — 770)) p =

2, €0 — ol
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The left-hand side is nonnegative because of (2.30). Hence, if A, < 0, we
find £y = 7. On the other hand we have

M=AY%@W=

/Q (ﬂ%egfﬁo,&)) - \2721@“”1%50750)) v = 0.

This shows that A\, > 0 for any nonnegative ¢ and the sufficiency is proved.

Necessity. We know from the proof of Corollary 2.2 that if & is LP-
dissipative, then (2.21) holds for any ¢ € C}(£2), u € R. In the present case,
keeping in mind (2.28), (2.21) can be written as

/ (#V0,Vo) =0
(9]

where 4
B = M%eﬂ#—uzﬂed—Qu(l —2/p) Im of
In the proof of Corollary 2.2, we have also seen that from (2.22) for any
0 € C}(02), (2.17) follows. In the same way, the last relation implies (&, &) >
0, i.e.
4
oy (Fe ot €,8) + p*(Fe of €,6) =2 (1= 2/p)(Im ot §,6) >0

for any £ € R, p € R.
Because of the arbitrariness of p we have

/(ﬂeﬂfﬁ,fw >
(%}

<1—wm2(é@%mﬂa@w)2<;;([}%adaow)z

m—m’/<ﬂm%§§ ‘ 2vﬁ47/‘%m%£€

for any £ € R™ and for any nonnegative ¢ € Cy(£2).
We have

|w4ﬂ/fmdfs‘2v /Qﬁwfmﬂ

for any ¢ € Cy(£2) and this implies (2.30), because

i.e.

m—%/Kfmd&®m=w—% sup
0 <p€;"0(gf7)

/Kfmﬂa@4<
0

2¢/p—1 sup /%6d§§|<ﬂ| 2\/7/ (Ze ot €,€)g

PECH(2)
lel<g
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for any nonnegative g € Cy(12).

Remark 2.8. From the proof of Theorem 2.7 we see that condition (2.30) holds
if and only if

%(@e%&@ + (e ot n,m) —2(1 =2/p(Ima/ & n) =20

for any &,n € R™. This means that conditions (2.23) are necessary and suffi-
cient for the operators considered in Theorem 2.7.

Remark 2.9. Let us assume that either A has lower order terms or they are
absent and ¢ m o7 is not symmetric. Using the same arguments as in Theorem
2.7, one could prove that (2.30) is still a necessary condition for A to be LP-
dissipative. However, in general, it is not sufficient. This is shown by the next
example (see also Theorem 2.15 below for the particular case of constant
coefficients).

Example 2.10. Let n = 2 and let {2 be a bounded domain. Denote by o a not
identically vanishing real function in CZ({2) and let A € R. Consider operator

(2.29) with
o 1 Z)\al (02)
M o <—i)\81(02) 1 )

i.e.

Au =0 (81u 4+ 4\ (0'2) 621,6) + 82(—i)\81 (0'2) Oohu + 82U),

where 9; = 9/0z; (i =1,2).
By definition, we have L2-dissipativity if and only if

Re /Q((&u +iX01 (0?) Bou) 01T + (—iNdy (02) Bru + Oou)oT) d > 0
for any u € C}(£2), i.e. if and only if
/Q |Vul?dz — 2)\/0 01(0?) Im (01U Oau) da > 0
for any u € C}(£2). Taking u = o exp(itxs) (t € R), we obtain, in particular,

t2/ Uzdl‘—t)\/(61(0'2))2d$+/ |Vo|?dr > 0. (2.32)
2 2 2

Since

| @iz >

we can choose A € R so that (2.32) is impossible for all ¢ € R. Thus A is not
L2-dissipative, although (2.30) is satisfied.
Since A can be written as
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Au = Au — 7:/\(821(0'2) 811,6 — 811(0’2) Bgu),

the same example shows that (2.30) is not sufficient for the L2-dissipativity
in the presence of lower order terms, even if & m o7 is symmetric.

Remark 2.11. Tt is nice to remark that from (2.30) we can immediately deduce
the following facts: let A be the differential operator (2.29) satisfying the
hypothesis of Theorem 2.7. Let us suppose that A is a degenerate elliptic
operator (i.e. it satisfies (2.17)). Then

(i) the corresponding form & if L2-dissipative;

(ii) if the operator A has real coefficients (#m o7 = 0), then the corre-
sponding form & if LP-dissipative for any p.

Remark 2.12. In view of Theorem 2.7, it is now clear why condition (2.17)
cannot be sufficient for the LP-dissipativity when p # 2.

2.3 Operators with lower order terms

We know from Remark 2.9 that, if the partial differential operator A contains
lower order terms, the algebraic condition 2.30 is not necessary and sufficient
for the LP-dissipativity. One could ask if there are other algebraic necessary
and sufficient conditions for these more general operators.

Generally speaking, this is not possible. We can convince ourselves of that
by means of the following examples.

Example 2.13. Let A be the operator
Au = Au+ a(z)u

in a bounded domain 2 C R™, where a(z) is a real smooth function. Denote
by A1 the first eigenvalue of the Dirichlet problem for Laplace equation in 2.
A sufficient condition for A to be L2-dissipative is Zea < A1 and, in general,
one cannot give an explicit value of A;.

Ezxample 2.14. Let A be the operator
Au = V(o7 Vu) + pu

in a domain {2 C R", where ¢/ is a matrix with real continuous entries and
1t is a nonnegative measure. Lemma 2.1 shows that A is LP-dissipative if and
only if

4
/ |w|?dp < —,/ (of Vw, Vw) dz, Y w e C§o(0). (2.33)
n rr Jo

If (2.33) holds, then
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u(F) 4
o S o (2.34)

for any compact set F' C (2, where cap,(F) is the relative capacity of F
capg(F) = inf{/ (o Vu,Vu)ydx : ue Cg°(§2), u>1on F}.
Q

In fact, if u € C§°(§2), with u > 1 on F, (2.33) implies that

w(F) g/u2du</ u?dp < i//(g{Vu,Vu)dx
F 7] pp Jo

and then A
w(F) < —  inf / (o7 Vu, Vu) dx
pp =@ Jg
u>lon F
ie. (2.34).
On the other hand, if
pu(F) 1

<— (2.35)

cap,(F) ~ pp
for any compact set F' C (2, then (2.33) holds. This result is due to V. Maz’ya
(see [67, Th. 2.3.3]; see also [60, 61, 66]). One can show that the necessary
condition (2.34) is not sufficient and the sufficient condition (2.35) is not
necessary.

However, if the operator has constant coefficients, then one can still give
necessary and sufficient conditions. This is the subject of the following sub-
section.

2.3.1 Operators with constant complex coefficients

In this section we characterize the LP-dissipativity for the operator (2.87) with
constant complex coefficients. Without loss of generality we can write A as

Au = V' (o7 Vu) + bVu + au, (2.36)
assuming that the matrix o7 is symmetric.

Theorem 2.15. Let {2 be an open set in R™ which contains balls of arbitrarily
large radius. The operator A is LP-dissipative if and only if there exists a real
constant vector V' such that

2%e o/ V + Imb =0 (2.37)
Hea+ (Reog V,V) <0 (2.38)

and the inequality

lp =2 [{(Ima &) <2vp—1(Zea&€) (2.39)
holds for any € € R™.
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Proof. First, let us prove the Theorem for the special case b = 0, i.e. for the
operator
A =V'(o/ Vu) + au.

If A is LP-dissipative, (2.6) holds for any v € C}(£2). We find, by repeating
the arguments used in the proof of Theorem 2.7, that

4
—// (%e o Vo,V o) dm—f—/ﬂ/(%edV@,Vg) dr—
pp Jao Q

2u(1—2/p)/(fm%V@Vg)dx—(%ea)/ o*dx >0
7 Q

(2.40)

for any ¢ € C§°(£2) and for any p € R. As in the proof of Theorem 2.7 this
implies (2.39). On the other hand, we can find a sequence of balls contained
in {2 with centers z,, and radii m. Set

om(x) =m0 (& = 2m)/m),
where o € C§°(R"™), spto C B1(0) and

/ o?(x)dr = 1.
B1(0)

Putting in (2.40) p =1 and 9o = 9., We obtain

4
— (%e ot Vo,No)dy + / (Ze ot Vo,Vo)dy —
PP JBi(0) B1(0)
2(1—2/p)/ (Im o/ Vo,Va)dy —m?(Rea) >0
B1(0)

for any m € N. This implies Zea < 0. Note that in this case the algebraic
system (2.37) has always the trivial solution and that for any eigensolution V'
(if they exist) we have (Ze o7 V, V) = 0. Then (2.38) is satisfied.

Conversely, if (2.39) is satisfied, we have (see Remark 2.8)

4
for any £, n € R™. If also (2.38) is satisfied (i.e. if Ze a < 0), A is LP-dissipative
in view of Corollary 2.3.
Let us consider the operator in the general form (2.36). If A is LP-

dissipative, we find, by repeating the arguments employed in the proof of
Theorem 2.7, that

4
= / (e ot Vo, Vo) da + / (e of Vip, Vip) da—
PP Jo (9]
2(1—2/p)/ o(Im o/ Vo, V) de+
(94

/g2<ﬂmb,V<p>dx—%’ea/ o%dr >0
Q Q
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for any o € C}(£2), p € C*(£2). By fixing ¢ and choosing ¢ = t(n,z) (t € R,
n € R™) we get

e (%e of Vo,V o) dx+(t2<%edn,n>+t<fmb,n>—%ea)/ 0?dr >0
I7) 7

for any t € R. This leads to
[(Smb,n)* < K (%e o 1,n)

for any n € R™ and this inequality shows that system (2.37) is solvable. Let
V be a solution of this system and let

2 = e HVxly,
One checks directly that
Au = (Ve V2) + (¢, Vz) + az)e!V:®

where
c=2ixV+b, a=a+ibV)—(xV,V).

Since we have
/ (Au,u)|ulP~2de = / (Vi(et V2) + (¢, V2) + az, 2)|z|P 2dx,
Q 2

the LP-dissipativity of A is equivalent to the LP-dissipativity of the operator
Vi Vz)+(c,V2) +az.

On the other hand Lemma 2.1 shows that, as far as the first order terms
are concerned, the Zeb does not play any role. Since .#mc = 0 because of
(2.37), the LP-dissipativity of A is equivalent to the LP-dissipativity of the
operator

Vi V2)+az. (2.41)

By what we have already proved above, the last operator is LP-dissipative
if and only if (2.39) is satisfied and Ze o < 0. From (2.37) it follows that Ze «
is equal to the left-hand side of (2.38).

Conversely, if there exists a solution V of (2.37), (2.38), and if (2.39) is
satisfied, operator (2.41) is LP-dissipative. Since this is equivalent to the LP-
dissipativity of A, the proof is complete.

Corollary 2.16. Let {2 be an open set in R™ which contains balls of arbitrarily
large radius. Let us suppose that the matriz Ze of is not singular. The operator
A is LP-dissipative if and only if (2.39) holds and

4Rea < —((Reo/)t Imb, Smb) (2.42)
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Proof. If Ze of is not singular, the only vector V satisfying (2.37) is
V=—(1/2)(%ew)' Smb

and (2.38) is satisfied if and only if (2.42) holds. The result follows from
Theorem 2.15.

Example 2.17. Let n = 1 and £2 = R'. Consider the operator

vp—1
<1+2 P z) u” + 2iu — u,

p—2
where p # 2 is fixed. Conditions (2.39) and (2.42) are satisfied and this oper-
ator is LP-dissipative, in view of Corollary 2.16.
On the other hand, the polynomial considered in Corollary 2.3 (with oo =
8 =0)is

Q&) = (2 pp_ !

which is not nonnegative for any £, € R. This shows that, in general, condi-
tion (2.23) is not necessary for the LP-dissipativity, even if the matrix S/ m o7
is symmetric.

2
f—n) +2n+1

2.4 Equivalence between the dissipativity of the
operator and the dissipativity of the associated form

In this Section we study the relations between the dissipativity of the operator

A and the dissipativity of the form % (see Definition 1.4). We also deal with

the question wether A generates a contractive or quasi-contractive semigroup.
In all this section A is the operator

Au = div(e/ Vu) + bVu+au (2.43)

with smooth coefficients: a* b" € C1(02), a € C°(£2) where 2 is a bounded
domain in R™. We consider A as an operator defined on the set

D(A) = WP(2) nW'P(12). (2.44)

We suppose that the boundary 0f2 satisfies the following smoothness as-
sumptions:
- if p > n the boundary 942 belongs to W?2~1/7;
- if p < n we have
1
/

where w(t) is the modulus of continuity of the normal to 9f2.
These assumptions ensure the invertibility of operator A (see Maz’ya and
Shaposhnikova [70, Ch. 14] for this and other conditions).

p

wt) dt < oo
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2.4.1 LP-dissipativity of & and LP-dissipativity of A

We recall that the operator A is LP-dissipative if
%’e/ (Au,u)|u|P~2dz <0 (2.45)
Q

for any u € D(A).
The aim of this Subsection is to show that the LP-dissipativity of A is
equivalent to the LP-dissipativity of the sesquilinear form

2(u,v) = — /Q (ot Vi, Vo) — (bVu, 0) — afu, v)).

In order to obtain that, we need some lemmas.

Lemma 2.18. The form & is LP-dissipative if and only if

‘%’/Q [ T, 0) = (1 = 2/p) (e = ")V (0], o] ' 990) -
(1—2/p)*(a7 V(Jv]), V(|U|)>}der (2.46)
/ (Smb, Fm(TV))da +/ Be(V'(b/p) — a)|v2dz > 0
(9] 2

for any v € HL ().

Proof. Sufficiency. We know from Lemma 2.1 that & is LP-dissipative if and
only if (2.46) holds for any v € C§(£2). Since C(§2) C Hi(£2), the sufficiency
follows.

Necessity. Given v € H}(£2), we can find a sequence {v,} C C}(£2) such
that v, — v in H}(£2). Let us show that

XE, [vn]| " 0.V, — xelv|"'oVe  in L*(0) (2.47)

where F,, = {z € 2 | v,(z) # 0}, E ={z € 2| v(z) # 0}. We may assume
vn(x) = v(x), Vu,(x) — Vo(z) almost everywhere in 2. We see that

XE, || 0, Vo, = xElv| oV (2.48)

almost everywhere on the set F U {z € 2\ E | Vu(z) = 0}. Since the set
{r € 2\ E | Vu(z) # 0} has zero measure, we can say that (2.48) holds
almost everywhere in 2.

Moreover, since

/|XEﬂ,|vn\*16ann|2dx</ |an|2dx
G G

for any measurable set G C {2 and {Vv, } is convergent in L?(2), the sequence
{IxE, |vn| 0, Vo, — xg|v|710Vv |2} has uniformly absolutely continuos inte-
grals. Now we may appeal to Vitali’s Theorem (see, e.g., [81, p.133]) to obtain
(2.47).

From this it follows that (2.46) for any v € H}(£2) implies (2.46) for any
v € C3(£2). Lemma 2.1 shows that & is LP-dissipative.
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Lemma 2.19. The form ¥ is LP-dissipative if and only if
(2.49)

9?6/ (o7 Vu, V(|u[P~?u)) — (bVu, |[ulP~2u) — a|ulP)dz >0
7
for any u € =, where = denotes the space {u € C*(£2) | u|pn = 0}.

Proof. Necessity. Since & is LP-dissipative, (2.46) holds for any v € H}(£2).

Let ©w € =. We introduce the function
p=2 .
(s) ez H0<s<e
s) = _
ee SPTQ ifs>¢

Setting
ve = oc(Jul) u

a direct computation shows that u = o.(|v.|) ve and o2 (Ju]) u = [o(Jve|)] = ve,

p

Lez
P
2

where )
- 2 .
ez f0<s
Us(s) = 2-p .
s » if s >ez.

Therefore
(o Vu, V[Z(Jul) u]) = (o V[oe(|ve]) ve], V(02 (Jve]) " oe])
(o [oc(Jve]) Vve + oL (|ve]) ve V]ve]], oc(Jve]) ™ Ve —
al(|vel)o 2 (Jvel)ve Vve|) =
(o Ve, Vue) + U;(‘U6|)Ua(|va|)71 ((ve o V|ve|, Vve) — (o Vve, ve V|ve|)) —
_Ué(|ve|)2‘76(|va‘)_2<vsdea‘vvev|”€|>-

Since
ol(lvel) JO ifo<|ul<e
oe(Jve]) —(1=2/p) Jve|7t if jul > €
we may write
(o7 Ve, V) de—

u 2 ul)u Xr =
/Q<w V12 (ful) ul) d /Q
T ((vaV\vELVvJ - <%VU€7DEV|UE|>) dax—

—(1 - 2/p)? / (o V]oe], 0V ]o.]) da

=

where E. = {z € 2 | |u(z)| > €}. Then
/(,Q{VU,V[Q?(|u|)u]>dx:/(dVva,Vv8>dx—
0 0
T (<UE$Z{V‘UE|?VU5> - <JZ{VU£7U8 V‘”SD) dr—

1—2/p) [
0 |Us|
(1-2/p)? /Q (o V|oe], VJo]) dz + R(e)

51
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where

R(e) = (1-2/p) /Q . |—1| (ve e Ve, Vo) — (o Ve, v Vo)) da—

(1—2/p)2/!2 i (o7 V|ve|, V|ve|) dex.

=

It is proved in Langer [49] that if u € C%(§2) and u|gg = 0, then
e—0

lim z—:’“/ |Vul*dz =0 (2.50)
2\ E.

for any r > —1. Since

[ V]ve| | = ‘%e (USUVUE XE0>

|ve |

< |Vue| = "7 [Vl

in Ey \ E., we obtain

/ (ot Voo, V]v.|) do <Kgp—2/ Vul2dz — 0
N\E. 2\E.

as € — 0. We have also
\UE|_1 [{(ve o V|ve|, V) — (o Ve, ve Vve|)| < KEP_2|VU|2

and thus R(e) = o(1) as € — 0.
We have proved that

%e/g(,af/Vu,V[gzﬂuDu]}dx:%e [/Q<Q{Vvs7vvs>dx_
(1- 2/p)A((ﬂ%—d*)WUEL|v8|71@5VvE>da:— (2.51)
(1—2/p)2/ <MV|UE|,V|UE|>dx] +o(1).
Q

By means of similar computations, we find by the identity

/ (bVu, [ulP~2u)dr = / (bVu, |uP~2u)dr—
n 2\E.

(1—2/p)/ b, |UE|V(\UE|)>dx+/ (bVo., v.)dz

= E.

that
%e/ (bVu, [ulP~2u)dr =

Q (2.52)
/<%e(b/p),V(|vE|2)>dx—/<ﬂmb,fm(@Vv)>dm+o(1).
(9] (9]
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/|u\de:/
Q E

Moreover

|u|Pdx +/ |u|Pdx =
O\E.

: (2.53)
/ |v5|2d1'+/ |u|Pdax :/ |ve|?dz + o(1).
e O\E. N
Equalities (2.51), (2.52) and (2.53) lead to
%6/ ({e7 Vu, V]2 (ul) ul) — (bVu, [uf~*u) — alu|”)dz =
2
Ke [/ (o7 Ve, Vug) de—
7
(1 =2p) [ (o = ") Vol T ol -
Q (2.54)

~= 2 [ (o Vol Tl d] +
/%e(vt(b/p)\v€|2dx+/(fmb,fm(EEVv»dx—
7 Q

/ e a|v:|*dx + o(1).
2

As far as the left-hand side of (2.54) is concerned, we have
| (e V.Vl ] de -
<
5p72/ (o7 Vu, Vu) dz + / (o7 Vu,V(|u|P~2u)) d.
O\E. B,
and then

lim Ze /Q (e Vi, V[0 (ful) ul) — (b, [ul~2u) — alu]?)dz =

e—=0

/Q(Vu, V(|uP~2u)) — (bVu, |uP~%u) — a|u|?)dz.

Letting ¢ — 0 in (2.54), we complete the proof of the necessity.

Sufficiency. Suppose that (2.49) holds. Let v € = and let u. be defined by
(2.12). We have u. € = and arguing as in the necessity part of Lemma 2.1,
we find (2.13), (2.14) and (2.16). These limit relations lead to (2.46) for any
v € = and thus (2.46) is true for any v € HE(£2) (see the proof of Lemma
2.18). In view of Lemma 2.18, the form & is LP-dissipative.

Theorem 2.20. The operator A is LP-dissipative if and only if the form &
is LP-dissipative.

Proof. Necessity. Let u € = and g. = (Ju|? 4+ 2)=. Since g?~2u € = we have

53
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- [ (9 e Vup gt o = [ (o Vu V(g )i
7} I7)
and since
On(g2%u) = (p — 2)g2* Re((Onu, u)) W+ g2~ >0pu
we have also
(g2~ u) =

(p — 2)|u|P=* Ze((Opu,u)) @ + |u|P~20,1 = Op(|u|P~%7w) ifz € Fy
Ep_28hﬂ ifx e .Q\Fo

We find, keeping in mind (2.50), that

lim [ (o7 Vu, V(g?2u))de = / (ot Vu, V(JulP~2u))de
(9] 2

e—0

On the other hand, using Lemma 3.3 in Langer and Maz’ya [50], we see
that

lim [ (V'(e Vu),u)gl2dr = / (Vi (et Vu), u)|ulP~2dz.
17

e—=0 Jn

Then
—/(Vt(,qu),u>|u|p_2dx:/(,qu,V(|u|p_2u)>da: (2.55)
2 2

for any u € =. Hence

—/ (Au, u)|u|P~2dx =
7]
/Q(<,<z{ Vu, V(JuP~2u)) — (bVu, [uP~2u) — a |u|P)dz .

Therefore (2.49) holds. We can conclude now that the form & is LP-
dissipative, because of Lemma 2.19.

Sufficiency. Given u € D(A), we can find a sequence {u,} C = such that
u, — u in W2P(£2). Keeping in mind (2.55), we have

—/ (Au, u)|uP~2dz = — lim /(Aun,un>|un|p_2dx:

lim (o Vg, V(|un|p_2un)> — (bVuy, \un|p_2un> — alu,|P)dz.

n— oo 0

Since . is LP-dissipative, (2.49) holds for any v € = and (2.45) is true
for any u € D(A).
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2.4.2 Intervals of dissipativity

The next result permits to determine the best interval of p’s for which the
operator
Au = V' (o Vu) (2.56)

is LP-dissipative. We set

Ly ReaEs)
A= B [ Fm e (0)E, €]

where M is the set of (£, x) with £ € R™, z € (2 such that (I m o7 ()€, &) # 0.

Corollary 2.21. Let A be the operator (2.56). Let us suppose that the matriz
Im of is symmetric and that

(Ze o (2)€,€) = 0 (2.57)

forany x € 2, £ € R™. If Imof(x) =0 for any x € 2, A is LP-dissipative
for any p > 1. If I m of does not vanish identically on 2, A is LP-dissipative
if and only if

24 20N — VA2 +1) <p<24+20A+ VA2 +1). (2.58)

Proof. When Sm o7 (x) = 0 for any x € {2, the statement follows from The-
orem 2.7. Let us assume that #m o does not vanish identically; note that
this implies M # ().

Necessity. If the operator (2.56) is LP-dissipative, Theorem 2.7 shows that

lp =2l [{(Sm .o (2)€,E)| < 2¢/p — 1(Ze o/ ()€, €) (2.59)
for any z € 2, £ € R™. In particular we have

=2 _ (Fea(2)6,8)
21 [ Fm e ()& 6)]

for any (&, z) € M and then

p — 2|
op 1

This inequality is equivalent to (2.58).

Sufficiency. If (2.58) holds, we have (p—2)? < 4(p—1)A2. Note that p > 1,
because 2 + 2A(A — VA2 +1) > 1.

Since A > 0 in view of (2.57), we find [p—2| < 24/p — 1A and (2.59) is true
for any (£, z) € M. On the other hand, if z € {2 and £ € R™ with (£, z) ¢ M,
(2.59) is trivially satisfied and then it holds for any x € £2, ¢ € R™. Theorem
2.7 gives the result.
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The next Corollary provides a characterization of operators which are LP-
dissipative only for p = 2.

Corollary 2.22. Let A be as in Corollary 2.21. The operator A is LP-
dissipative only for p = 2 if and only if I m o does not vanish identically
and A = 0.

Proof. Inequalities (2.58) are satisfied only for p = 2 if and only if A(A —
VAZ —1) = A(A+ VA% + 1) and this happens if and only if A = 0. Thus the
result is a consequence of Corollary 2.21.

2.4.3 Contractive semigroups generated by the
operator : u — div(e/ Vu)

Let A be the operator div(e7 Vu) with smooth coefficients. In this subsection
we want to investigate when A generates a contraction semigroup.
In the next Theorem we suppose that A is strongly elliptic, i.e.

(Ze of ()€,6) >0
for any x € 2, £ € R™\ {0}.

Theorem 2.23. Let A be the strongly elliptic operator (2.56) with Sm of =
Im gt. The operator A generates a contraction semigroup on LP if and only
if

lp — 2| (Im o (2)€,§)| < 2¢/p — 1 (Ze o (2)€,§) (2.60)
for any x € 2, £ € R™.

Proof. Sufficiency. It is a classical result that the operator A defined on (2.44)
and acting in LP({2) is a densely defined closed operator (see Agmon, Douglis
and Nireneberg [1], Maz’ya and Shaposhnikova [70, Ch.14]).

From Theorem 2.7 we know that the form & is LP-dissipative and Theorem
2.20 shows that A is LP-dissipative. Finally the formal adjoint operator

A*u = V'(a* Vu)

with D(A*) = W2P'(2) n W12 (£2), is the adjoint operator of A and since
Imag* = Im(a7*) and (2.60) can be written as

P =2 (Im o™ (2)8,€)] < 2V — 1(Ze o™ ()¢, €), (2.61)

we have also the LP -dissipativity of A*.

The result is a consequence of Theorem 1.31.

Necessity. If A generates a contraction semigroup on LP, it is LP-dissipa-
tive. Therefore (2.60) holds because of Theorem 2.7.
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2.4.4 Quasi-dissipativity and quasi-contractivity

We know that, in case either A has lower order terms or they are absent
and #m g7 is not symmetric, condition (2.60) is not sufficient for the LP-
dissipativity. As we shall see now, it turns out that, for these more general
operators, (2.60) is necessary and sufficient for the quasi-dissipativity of A
(see Definition 1.7), i.e. the dissipativity of A — wI for a suitable w > 0. In
other words, A is LP-quasi-dissipative if there exists w > 0 such that

%e/ (Au,u)|u|P2de < w 1)
fe)

for any u € D(A).
As a consequence, condition (2.60) is necessary and sufficient for the quasi-
contractivity of the semigroup generated by A (see Theorem 2.27 below).

Lemma 2.24. The operator (2.43) is LP-quasi-dissipative if and only if there
exists w > 0 such that

we /Q (e V0, 90) = (1 = 2/p){( — /") W (o], [o] 12V0)—
(1—2/p)* (o V(|u|),V(|v|)>]dx+/n<ymb, Im(@Vv))de+  (2.62)

/ Ze(div(b/p) — a)|v|*dz > —w/ |v|2dx
2 o

for any v € HL ().
Proof. The result follows from Lemma 2.18.

Theorem 2.25. The strongly elliptic operator (2.43) is LP-quasi-dissipative
if and only if

lp— 2| (I m o (2)§, )| < 2¢/p — 1 (Ze o (2)§,€) (2.63)
for any x € 2, £ € R™.

Proof. Necessity. By using the functions X, Y introduced in Corollary 2.2,
we write condition (2.62) in the form

/ {i,<%eﬂx,x>+<%e¢KY>+

2 \pPp

2p I ma +p P Im )X, Y) + (Imb,Y)|v|+
Ze[div(b/p) — a + W] \U\Q}dm >0.

As in the proof of Corollary 2.2, this inequality implies

57
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4
— / (%e of Vo,V o)dx + ,u2/ (%e of Vo,V o)dr+
pr Jao n
2u/ (p~r Im ot +p ™" Im o7*)Vo,Vo)dr+
2
u/ o{Imb,Vo)dr + / Ze[div (b/p) —a+ w] o*dx >0

2 2

for any o € C3(£2), u € R. Since

(Imo7* Vo, Vo) = —(Im o' Vo, Vo) = —(Im o Vo, Vo)

we have

4
— / (%e of Vo,V o)dx —&—uz/ (%e of Vo,V o)dx—
ppr Jao 7]
21~ 2/p)u [ (#m o7 Vo, Voot
7}
u/ o(Imb,Voydx + | Zeldiv(b/p) —a+w]o*dx =0
e} fo)

for any o € C3(2), p € R,
Taking o(z) = (z)cos(¢, ) and o(x) = 9 (z)sin(¢, z) with ¢ € C}(£2)
and arguing as in the proof of Corollary 2.2, we find

[ #ve Vst [ (@6 eudnr

o 7

u/ (Imb, V) dz —|—/ Ze [div (b/p) — a + w]?dx >0,
I7) I7)

where 4 € R and

4

o Re of +u* Reof —2(1 —2/p)p Imof .

%:

Because of the arbitrariness of £ we see that
/ (B E)vdz >0
0
for any ¢ € C}(£2). Hence (B &,€) >0, i.e.
4
—(Bed £.6) + p* (e or €,€) = 2(1 = 2/p)u(Im o/ €,€) 20

for any x € 2, £ € R", u € R. Inequality (2.63) follows from the arbitrariness
of u.

Sufficiency. Assume first that .#m o7 is symmetric. By repeating the first
part of the proof of sufficiency of Theorem 2.7, we find that (2.63) implies



2.4 Equivalence between the dissipativity of the operator and the dissipativity of the associated form
4

for any z € 2, £,n € R™.
In order to prove (2.62), it is not restrictive to suppose

Ze(div(b/p) —a) = 0.

Since A is strongly elliptic, there exists a non singular real matrix ¢ €
C*(£2) such that
(Ze .ot n,m) = (€n.€n)

for any n € R". Setting
S =1-2/p)(€") " Im g,
we have
| €n— 7€ = (%eanm) =201 —p/2)(Ima &n) + | 7€

This leads to the identity

A e €.6) + (Be st mon) — 21— p/2)(Fm s €)=
pp A (2.65)
|¢n— 7%+ p—p,@we,a —|.7e?

for any £,7 € R™. In view of (2.64), putting n = ¢~ .7 ¢ in (7.2), we obtain
4
}Tp,<<@eﬂf,§>—|5”§l2>0 (2.66)

for any &£ € R™.
On the other hand, we may write

(#mb,Y) = {(z") Fmb,¢Y) =
(¢~ Imb,¢Y — 7 X)+ (¢~ ") Imb, 7 X).

By the Cauchy inequality
/ (&) Fmb,gY — 7 X)|o|dz >
2
—/|%Y—yXﬂh—1/K%4YJmM%ﬁm
2 4 (7
and, integrating by parts,
1
[ @y smbz X)poldo = 5 [ (7 ) Fmb. V(of?)) do =
2 2

—%/ Vit .#) Fmb) |v|* de.
2

59
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This implies that there exists w > 0 such that
/(,ﬂmbY o] da > /|<gy & X[2dz — w /|v| do
and then, in view of (7.2),

/{pp (G of X, X) + (Be o Y, Y )+

2(1 - p/2)(Im o7 X,Y) + (Fmb, Y)\v|}dw >

/(4,<z%’edX,X>—|yX|2> da?—w/ v|2dx .
2 \PP 0

Inequality (2.66) gives the result.
We have proved the sufficiency under the assumption Sm ot = Im o .
In the general case, the operator A can be written in the form

Au=V'((oZ +")Vu)/2 4+ cVu + au

where

c=Vio —a")/2+D.

Since (o + o7?) is symmetric, we know that A is LP-quasi-dissipative if
and only if

Ip =2l [(Im(er + )€, )| < 2V/p — 1{Re(od + )8, €)
for any £ € R™, which is exactly condition (2.63).
With Theorem 2.25 in hand, we may obtain the following Corollary.

Corollary 2.26. Let A be the strongly elliptic operator (2.43). If Im of (x) =
0 for any x € 2, A is LP-quasi-dissipative for any p > 1. If S m o7 does not
vanish identically on 2, A is LP-quasi-dissipative if and only if (2.58) holds.

Proof. The proof is similar to that of Corollary 2.21, the role of Theorem 2.7
being played by Theorem 2.25.

The next Theorem gives a criterion for the LP-quasi-contractivity of the
semigroup generated by A (i.e. the LP-contractivity of the semigroup gener-
ated by A — wI).

Theorem 2.27. Let A be the strongly elliptic operator (2.43). The operator
A generates a quasi-contraction semigroup on LP if and only if (2.60) holds
for any x € 2, £ € R™.
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Proof. Sufficiency. Let us consider A as an operator defined on (2.44) and
acting in LP(f2). As in the proof of Theorem 2.23, one can see that A is a
densely defined closed operator and that the formal adjoint coincides with
the adjoint A*. Theorem 2.25 shows that A is LP-quasi-dissipative. On the
other hand, condition (2.61) holds and then A* is LP -quasi-dissipative. As in
Theorem 2.23, this implies that A generates a quasi-contraction semigroup on
LP.

Necessity. If A generates a quasi-contraction semigroup on LP, A is LP-
quasi-dissipative and (2.60) holds.

2.5 A quasicommutative property of the Poisson and
composition operators

In this Section we deal with the composition of a function of one variable and
a solution of an elliptic equation.

To be more precise, we consider an elliptic second order formally self-
adjoint differential operator L in a bounded domain 2. We denote by Ph the
L-harmonic function with the Dirichlet data A on 32. The Dirichlet integral
corresponding to the operator L will be denoted by D[u]. We also introduce
a real-valued function @ on the line R and denote by @ o u the composition of
@ and u.

We want to show that the Dirichlet integrals of the functions @ o Ph and
P(® o h) are comparable. First of all, clearly, the inequality

D[P(® o h)[< D[P o Ph]
is valid. Hence we only need to check the opposite estimate
D[® o Ph] < CD[P(®oh)|. (2.67)

We find a condition on ¢ which is both necessary and sufficient for (2.67).
Moreover, we prove that the two Dirichlet integrals are comparable if and
only if the derivative ¥ = @’ satisfies the reverse Cauchy inequality
b b 2
1

b_a/W2(t)dt<C bia/u'/(t)dt (2.68)

a a

for any interval (a,b) C R.
We add that the constants C' appearing in (2.67) and (2.68) are the same.
At the end of the section, this result is illustrated for harmonic functions
and for ¥(t) = [t|* with a > —1/2. In particular, we obtain the sharp inequal-
ities
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/|v \Ph| Ph)[2d /|VP Ih| h)|2dz, (2.69)
/|V(Ph)3\2dx < %/|VP(h3)|2d:p (2.70)

for any h € W1/22(90) and

/\v Ph)?|2dx < /|vp(h2)| de, (2.71)
2

/\v (Ph)3|%d /|VP (R®)|da (2.72)

for any nonnegative h € W1/2:2 (012). Here, P is the harmonic Poisson opera-
tor.

To avoid technical complications connected with non-smoothness of the
boundary, we only deal with domains bounded by surfaces of class C*°, al-
though, in principle, this restriction can be significantly weakened.

Here we follow our article [10].

2.5.1 Preliminaries

Here all functions are assumed to take real values and the notation 0; stands
for 0/0x;.
Let L be the second order differential operator

Lu= —81'(0,”' (.’E) 8J’LL)

defined in a bounded domain 2 C R™.
The coefficients a;; are measurable and bounded. The operator L is uni-
formly elliptic, i.e., there exists A > 0 such that

aij(x)&€5 > Mé? (2.73)

for all £ € R™ and for almost every x € 2.
Let ¥ be a function defined on R such that, for any N € N, the functions

w(t), W) <N,
Un(t) = (2.74)
Nsign(¥(t)), [¥(t)] > N,

are continuous. We suppose that there exists a constant C' such that, for any
finite interval o C R, we have
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U2 < OW)?, (2.75)

where u denotes the mean value of u on o.
Also let

t

@(t):/![/(T)dT7 teR.

0

Let W1/2:2(912) be the trace space for the Sobolev space W2(£2), and let
P denote the Poisson operator, i.e., the solution operator:

WY22(802) 3 h — u e WH2(0)
for the Dirichlet problem

Lu=0 in {2,
(2.76)
tru=h on 02,

where tru is the trace of a function u € W12(£2) on 942.
We introduce the Dirichlet integral

Diu] = /aijaiuajudx
Q

and the bilinear form

Dlu, v] :/aijaiuajvdx.
7

In the sequel, we consider D[P(® o h)] and D[® o Ph] for h € W/22(912).
Since h € W/22(902) implies neither ® o h € W/22(90) nor & o Ph €
Wh2(£2), we have to specify what D[P(® o h)] and D[ o Ph] mean.

We define

DIP(& 0 h)] = liminf D[P(&; o b)), (2.77)

where .
@k(t) = ![/k(T) dr (278)

/

and ¥, is given by (2.74). Note that if h belongs to W1/22(082), D[P (&}, o h)]
makes sense. In fact,
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@k 0 h| < KIh|, [Pk oh(z) — Dy oh(y)| < k[h(z) — h(y)|

imply that @ o h belongs to W'/22(942).

In order to accept the definition (2.77), we have to show that if the left-
hand side of (2.77) makes sense because @ o h belongs to W'/22(942), then
(2.77) holds. In fact, we have the following assertion.

Lemma 2.28. Let h € WY22(00) be such that also & o h belongs to
W1/22(942). Then

D[P(® o h)] = lim D[P(&, o h)]. (2.79)

k—o0
Proof. 1t is obvious that
h(x)
bpoh(x)—Poh(x)= / P (t) —@(t)]dt = 0 a.e.
0

and
| [@r o h(z) —Poh(x)] — [Proh(y) —Poh(y)]| <2|Poh(x)—Poh(y).
By the Lebesgue dominated convergence theorem, these inequalities imply

Dpoh — ®ohin W/22(9). Therefore, P(®), o h) — P(® o h) in Wh2(0)
and (2.79) holds.

As far as D[P o Ph] is concerned, we remark that

D[&y, o Ph] = / (T (Ph))?a;;0;(Ph)9;(Ph) dx
2
tends to

/ ((Ph))?a;;0;(Ph)0;(Ph) dz
(9]

because of the monotone convergence theorem. Therefore, we set
D[® o Ph] = klim D[®y, o Ph].
ede el

Note that neither D[® o Ph] nor D[P(® o h)] needs to be finite.
Let G(x,y) be the Green function of the Dirichlet problem (2.76), and let
0/0v be the co-normal operator

9
ov

where n is the exterior unit normal.

= Q45 COS(TL, ZE]') &-,



2.5 A quasicommutative property of the Poisson and composition operators 65

Lemma 2.29. Let the coefficients a;; of the operator L belong to C*°(£2).
There exist two positive constants ¢y and co such that

C1 < 82G($ay) < C2

< < 2.80
|z —y|? OV, 0y |z —y|™ ( )

for any x,y € 002, x # y.

Proof. Let us fix a point xg on 9f2. We consider a neighborhood of xg and
introduce local coordinates y = (y',y,) in such a way that zy corresponds to
y = 0, y, = 0 is the tangent hyperplane and locally (2 is contained in the
half-space y,, > 0. We may suppose that this change of variables is such that
aij(vo) = ij.

It is known (cf. [69]) that the Poisson kernel (0/0v,)G(z,y) in a neigh-
borhood of xg is given by

20 yalyl "+ O ()

where w,, is the measure of the unit sphere in R™ and € > 0. Moreover the
derivative of the Poisson kernel with respect to y,, is equal to

Syl = w0 (o)

which becomes
2w, YT+ O (Jy] ) (2.81)

for y, = 0. Formula (2.81) and the arbitrariness of ¢ imply (2.80).

2.5.2 The Main Result
Theorem 2.30. If ¥ : R — Ry satisfies the condition (2.75), then

D[ o Ph] < C D[P(& o h)] (2.82)
for any h € WY/22(90), where C is the constant in (2.75).

Proof. We suppose temporarily that a;; € C*. -
Let u be a solution of the equation Lu = 0, u € C°°(§2). We show that

0?G(z,y)
. 2
// (tru() — truy))* =5 - 5, = o, do,. (2.83)
00N

In fact, since
Leo[(u(z) — u(y))?) = 2 ankOnu dyu,

the integration by parts in (2.83) gives
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2
/ / tru(z) — tru( y)) 885(;;/) doydoy, = 2/ahk6hu Op dx/ % doy = 2Dlu],
90290 i o) a0 Y

and (2.83) is proved.

Let u € W12(2) be a solution of Lu = 0 in 2, and let {ux} be a se-
quence of C*°({2) functions which tends to u in W12(£2). Since truy — tru
in W1/22(912), we see that P(trug) tends to P(tru) = u in W2(£2) and,
therefore, D[P (truy)] — D[u]. This implies that (2.83) holds for any u in
Wh2() with Lu = 0 in 0.

Let now u and v belong to W12(£2), and let Lu = Lv = 0 in (2. Since

D[u,v] = 4~ Y(D[u + v] — D[u — v]),

we can write

Dlu, v] :%//(tru(w)—tru(y))(trv(m)—trv(y))%d 2doy. (2.84)

082082

Note also that, if h € W/22(902) and g € W12(§2), we have
D[Ph, P(tr g)] = D[Ph,g]. (2.85)

Suppose now that h € W'/22(9£2) is such that ¢ o h € W/22(562). We
have

D[ o Ph] = / a;;0;( o Ph)d;(d o Ph) dx = / ai; (W(Ph))20;(Ph)d;(Ph) da .
(7 (7]

The last integral can be written as

Ph

/ aijai(Ph)aj< / w2(7) dT> de,

2 0

and we have proved that
Ph
D[®o Ph] =D Ph,/@Z(T) dr
0

From (2.84) and (2.85) we get
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h(y) 262 y)
2(
D[® o Ph] = // /W auwauy ———doydo,. (2.86)
80260 h(z)

In view of (2.80), 9>G(z,y)/dv,0v, is positive, and the condition (2.75) leads
to

h(y) 2
C 0?G(z,y)

00202 N h(x)

The inequality (2.82) is proved since the right-hand side of (2.87) is noth-
ing, but C D[P(® o h)] (cf. (2.83)).
For any h € W'/22(942), the inequality (2.82) follows from

D[® o Ph] = lim D[} o Ph] < Climinf D[P (&, o h)].

k— o0 k— o0

(k)

Let us suppose now that a;; only belong to L>(£2). There exist a;;’ €

C*(R™) such that a( ) a;; in measure as k — oo. We can assume that
k
o () < K

and that the operators L(Fy = —&(al(»f)ﬁju) satisfy the ellipticity condition
(2.73) with the same constant A.
Let u be a solution of the Dirichlet problem (2.76), and let uy, satisfy

L®y, =0 in £,
trur = h on 0f2.

Denote by A and A*) the matrices {a;;} and {a )} respectively.
Since we can write

div AV (u —uy) = —div AVuy, = — div(A — Ag)Vuy,

we find that
Dlu —ug] < [[(A = Ap) Vg |V (u — ug)|| -

Then there exists a constant K such that
[V (u—uk)|| < K[[(A— Ap) Vgl (2.88)

Denoting by Dy the quadratic form



68 2 LP-dissipativity of scalar second order operators with complex coefficients

Dy [u] = /agf)aiuajudx,
7}

we have
Dylug] = min  Dylu]

wewl:2(2)
tr u=h

and

This shows that the sequence ||Vuy|| is bounded and the right-hand side
of (3.40) tends to 0 as k — oo.
We are now in a position to prove (2.82). Clearly, it is enough to show
that
D[®,, o Ph] < C D[P(®,, o h)], (2.89)

where @, is given by (2.78) for any h € W1/22(902) such that & o h belongs
to the same space.

Because of what we have proved when the coefficients are smooth, we may
write

Dk[QSWL o th] < CDk[Pk(ém o h’)] )

where P;, denotes the Poisson operator for L(*).
Formula (3.40) shows that Py (P, o h) tends to P(®,, o h) (as k — 00) in
Wh2(£2) and thus

lim Dy[Py(®y, 0 h)] = D[P($p, 0 b)) . (2.90)

k—o0

On the other hand, we have
V&, (Pph)—V Py, (Ph) = U (Pih)(V Pyh—V Ph)+ (P, (Pih) =¥y, (Ph)) VPh.
By the continuity of ¥,,, we find
V@ (Prh) = V@ (Ph)| 2(2) — 0.

This implies that Dy [®,, o Pyh] — D[®,, o Ph], which together with (2.90),
leads to (2.89).

Under the assumption that the coefficients of the operator are smooth, we
can prove the inverse of Theorem 2.30.

Theorem 2.31. Let the coefficients of the operator L belong to C*°(£2). If
(2.82) holds for any h € W'/22(90), then (2.75) is true with the same con-
stant C.
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Proof. Let I' be a subdomain of 92 with smooth nonempty boundary. We
choose a sufficiently small € > 0 and denote by [I']. the e-neighborhood of I'.
We set 7. = [[']e \ I" and denote by 6(x) the distance from the point = to I'.
Let a and b be different real numbers, and let A be the function defined
on 012 by
a, rzel,
h) = a+(b—a)e8(x), = e,
b, x € 0N\ [Ie.

We know from (2.86) that D[® o Ph] is equal to

/ do, / Q(z,y) do,
o1 o8

where
h(y) )
h(z) vy

We can write

/daz/Q(xay)day:11+IQ+137
on

a1

where

Il :/daz/Q(l‘vy)dO_U7
Ve Ve

Iy = / dam/Q(x,y)day—i—/daw / Q(z,y)doy,

02\ ve Ye Ve D2\ e
I3 = /daz / Q(z,y) doy + / doy / Q(z,y)doy .
r ON\[I'e ON\[I'e r

The right-hand estimate in (2.80) leads to

L <c (b - a>2 /d% /(5(@ — 6(y))2|x — y| "do,. (2.91)

The integral
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/ (6(x) — 6@))2lx — y| "do,

,YE
with € v, is majorized by

€

¢ / (- b(x)2dt / (Il + (¢ — 8(x)))~"dn = O(e).

0 Rn—2

This estimate and (2.91) imply I; = O(1) as e — 07.

Since
b —a 2 2 _
doy | Q(z,y)doy| <c doy | 0°(y)|x —y| "doy
€
r Ye r Ye

and the integral

/ 52(y)dor, / & — y|"dos
Ye r

does not exceed

g

c/tht / (In| +t)""dn = O(?),

0 Rn—2
we find
/dox/Q(x,y) do, = O(1). (2.92)
r Ye
Analogously,
b—a\’
[ o [a@aan|<c(*Z0) [ don [ a2l ol o, =00
O\[IN. Ye O\[IN. Ye

(2.93)

Exchanging the roles of x and y in the previous argument, we arrive at
the estimate

/dcrx / Q(z,y)doy, = O(1).
Ye 02\ Ve
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Combining this with (2.92) and (2.93), we see that I = O(1).
Let us consider I3. Since the two terms in the definition of I3 are equal,
we have

b

0?G(x,y)
— _ 2 ’
I3=2( a)/W (1) dT/dO’x / vnd, doy .

a ro e\,
By the left inequality in (2.80),

b
I3 >2c(b— a)/w%) dT/sz / |z —y|"doy .
a r oo\

There exists ¢ > 0 such that the integral over I" x (002\ [I']¢) of |x —y|™™
admits the lower estimate by

0 o
c/dt/ds / dT/(‘?]*T|+|S*t|)7nd77
-0

e rl<e  Inl<e
which implies
0*G(x,y)
CENY) o > ¢ log(1/e). 2.94
/ do, / o day > clog(1/2) (2.94)
r O0\[I']

Now we deal with D[P($oh)]. This can be written as J; +.Jo+J3, where J;
are defined as I (s = 1,2, 3) with the only difference that Q(z,y) is replaced

by
h(y) 282(}’( )
Z,Y
( /W(T)dT) 78%81/3, .
h(x)

As before, J; = O(1), Jo = O(1), and

N =

b

ngg(/m%)g/dam [ Zotan,,

a ro ao\[r.

The inequality (2.82) for the function h can be written as
Is+0O(1) < C(Js +0(1)),

i.e.,
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b

2
o) + (b—a)/LI?2(T) dT/dO’I %day
a oo\
b 2 52G
<clon)+ /wmm) /dam / #doy
r O0\[I')e B

Dividing both sides by
0?G(z,y)
dog —d
/ 7 / v, 0, Ty
r ON\[I')e
and letting e — 0%, we arrive at (2.68), referring to (2.94). The proof is

complete.

Remark. Inspection of the proofs of Theorems 2.30 and 2.31 shows that
if the coefficients are smooth and Dirichlet data on 0f2 are nonnegative, we
have also the following result: The inequality

D[® o Ph] < C'y D[P(® o h)]
holds for any nonnegative h € W'/22(082) if and only if
V2 < Cy(9)?
for all finite intervals o C Ry.

Example. As a simple application of this theorem, we consider the case
of the Laplace operator and the function ¥(t) = [¢t|* (a > —1/2). Let C,, and
Cy,+ be the following constants:

~ (a+1)? (1—t)(1 — 22t

0 = su , 2.95
2a+1 ek (1—|tot)? (2.95)

Ca+:(a+1)2 (1= — 2t

2.96
T 2041w, (1—tati)2 (2.96)

Theorem 2.30 shows that

/\V(|Ph|“Ph)|2dx < Ca/|VP(\h|ah)|2dx, (2.97)
(9] (9
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for any h € W1/22(912), where P denotes the harmonic Poisson operator for
0.
In view of the remark above, we have also

/|V(Ph)a+1|2dx < Ca,+/\vp(ha+1)|2dx (2.98)
2 2

for any nonnegative h € W'/22(9£2). By Theorem 2.31, the constants C,, and
Cq + are the best possible in (2.97) and (2.98).
Hence the problem of finding explicitly the best constant in such inequal-
ities is reduced to the determination of the supremum in (2.95) and (2.96).
One can check that C, = (a + 1)2/(2a + 1). In the particular cases
a = 1,2, C; and Cy can also be determined explicitly. This leads to the
inequalities (2.69)—(2.71).

2.6 Comments to Chapter 2

The results contained in Sections 2.1-2.4 and in Section 2.5 are borrowed from
Cialdea and Maz’ya [8] and [10], respectively.

We remark that the proof of Corollary 2.16 was given in [8]. The same
result, obtained with a different approach, can be found also in the earlier
paper by Kresin and Maz’ya [45].

We remark in conclusion that this chapter and chapters 3-6, where we
deal with LP-dissipativity, have no significant intersections with the exist-
ing books concerning dissipative differential operators and contraction semi-
groups: Davies [15, 16], Fattorini [23], Goldstein [28], Hille [33], Kresin and
Maz’ya [46], Ouhabaz [76], Pazy [77], Robinson [80] et al..






3

Elasticity system

Let us consider the classical operator of linear elasticity
FBu=Au+(1-2v)"'Vdivu (3.1)

where v is the Poisson ratio. Throughout this chapter, we assume that either
v>1orv < 1/2 It is well known that F is strongly elliptic if and only if
these inqualities hold (see, for instance, [31, p.86]).

For the planar elasticity we prove that Lamé operator is LP-dissipative if

and only if
1 1)\? _2v-1v -1
(2 p) DGR

The result is followed by two Corollaries concerning the comparison be-
tween the Lamé operator and the Laplacian from the point of view of the
LP-dissipativity.

In section 3.3 we show that condition (3.2) is necessary for the LP-
dissipativity of operator (3.1), even when the Poisson ratio is not constant.
In the same Section we give a more strict explicit condition which is sufficient
for the LP-dissipativity of (3.1).

In section 3.4 we give necessary and sufficient conditions for a weighted
LP-dissipativity, i.e. for the validity of the inequality

(3.2)

d
/ (Au+ (1 —2v) 'V divu) [uf%u L8 <0
Q

||

under the condition that the vector w is rotationally invariant, i.e. u depends
only on ¢ = |z| and u, is the only nonzero spherical component of u. Namely
we show that this holds if and only if

—(p—1)n+p -2)<a<n+p-2

where p’ = p/(p —1).
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3.1 LP-dissipativity of planar elasticity

The aim of this Section is to give a necessary and sufficient condition for the
LP-dissipativity of operator (3.1) in the case n = 2.

We start with a result holding in any number of variables. Let {2 be an ar-
bitrary domain in R™ and let us consider the bilinear form related to elasticity
operator

—/ ((Vau, Vo) + (1 — 2v) "t divu dive) da, (3.3)
fe)

where (-, ) denotes the scalar product in R™.
According to Definition 1.4, the form (3.3) is LP-dissipative in {2 if

f/ (Vu, V(|uP2u)) + (1 — 2v) "t divu div(|ulP?u) <0 ifp>2,
? (3.4)
—/ (Vau, V(JulP ~2u)) + (1 — 20) " diva div(ul? "2u) <0 ifp <2,
? (3.5)
for all u € (C§(£2))™.
In the following Lemma we demonstrate the equivalence between the LP-

dissipativity of the form (3.3) and the positivity of a certain form, quadratic
in the first derivatives.

Lemma 3.1. Let 2 be a domain of R™. The form (3.3) is LP-dissipative if
and only if

2
/{)—CMVWII“ZIWF — 7 Cp 0] 2|00 |v]|* + v | divol’]dz > 0 (3.6)
j=1

for any v € (C3(£2))", where
Cp=(1-2/p)?  y=(-2)" (3.7)

Proof. Sufficiency. First suppose p > 2. Let u € (C3(£2))" and set v =
|u[P~2u. We have v € (C§(£2))? and u = [v|®~P)/Py. One checks directly
that

(Vu, V(JulP~2u)) + (1 — 2v) "t divu div(|ulP~?u) =
D IVuiP = Gyl VIll? =5 Cpllondnlol|? + ] div .

J

The left hand side of (3.4) being equal to the left hand side of (3.6), inequality
(3.4) is satisfied for any u € (Cg(£2))™.
If1 <p<2we find
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(Va, V([ul” ~2u)) + (1 — 2v) " divu div(|ul” ~2u) =

D IVuil? = Cp [ VIoll* = Cprllondnlol]? + ] divol.
i

and since 1 — 2/p’ = —1 4 2/p (which implies C,, = Cj), we get the result
also in this case.
Necessity. Let p > 2 and set

ge = (> + V2w = g2/P My,
where v € (C3(£2))". We have

<VUE,V(\u5\p72u5)> =
[ue [P~ 2 (Onue, Opue) + (p — 2)|ue [P~ (Onue, ue) Oplue| -

A direct computation shows that
<VuE,V(\u5\p72u5)> =

[(1=2/p)%g- P2 olP = 2(1 = 2/p)g P[0 ~%] Y lojOpus|*+
k

g?_plv|p_2 <8hU7 8hv>7

‘us‘p_3<ahueau6> ah‘ue‘ =
{(1=2/p)[(1 = 2/p)gz PP |olP — g-P|v|P )+
(92 PoP~t = (1 =2/p)g= P[P *1} Y 000,

k

on the set E = {z € 2| |v(x)| > 0}. The inequality g2 < |v|* for a < 0, shows
that the right hand sides are dominated by L!' functions. Since g. — |v|
pointwise as ¢ — 0%, we find

lim (Vaue, V(|ue [P~ 2u)) =
e—0+

(Onv, Opv) + [(1 = 2/p)* = 2(1 = 2/p) +4(p = 2)/p°]J0| > Y _ |v;0kv;|* =
k

—(1=2/pIVIlP? + > [V,

J

and dominated convergence gives

e—=0t

Jim (VUE,V(|u€|”_2u5)>dx:/[—CP\V\U||2+Z|ij|2]dm. (3.9)
E E -

J

Similar arguments show that
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Jim divugdiv(\um*?ug)dx:/[—cp|v|*2|uhah|v|\2+\divv\Q]dx.
E

e—ot Jp
(3.9)
Formulas (3.8) and (3.9) lead to
lim [ ((Vue, V(Jue|P2ue)) + v div(|uc [P~ 2u.)de =
e—ot Jn
(3.10)

LéPQMWW+§:WWP—MMWﬂ%%WW+ﬂ&WFMw

J

The function u. being in (C3(£2))", the left hand side is greater than or
equal to zero and (3.6) follows.
If 1 < p <2, we can write, in view of (3.10),

lim | ((Vue, V(jue|” ~2u0)) 4 v div(|uc [P ~2u.)de =

e—=ot Jo

/Q(*Cp'IV\vll2 + 3 IV P =7 Cprlo]~?|ondhlo]* + v | divol?) da.
i

Since Cp = C), (3.5) implies (3.6).

The next Lemma concerns the case n = 2 and provides a necessary alge-
braic condition for the LP-dissipativity of the form (3.3).

Lemma 3.2. Let 2 be a domain of R2. If the form (3.3) is LP-dissipative, we
have
—GpllE* + 7 (€ w) (A ) + [EPAP + 7 (&N =0 (3.11)

for any &, A\, w € R?, |w| =1 (the constants C,, and v being given by (3.7)).
Proof. Assume first that 2 = R2. Let us fix w € R? with |w| = 1 and take
v(z) = w(x) n(log |z|/log R), where

w(z) = pw + ()

p, R e RY ¢ € (C5°(R?))%, n € C(R?), n(t) =1if t <1/2 and n(t) = 0 if
t>1.
On the set where v # 0 one has
(V]v], V]v]) = (V]wl, V|w]) n*(log |z|/ log R)+
2 (log R) ™ |w| (V]wl, ) |«|~*n(log |z|/ log R) 7/ (log ||/ log R)+
(log R)~|w|?[2| 2 (1 (log ||/ log R))*.
Choose § such that sptv) C Bs(0) and R > 62 If |x| > & one has

w(z) = pw and then V|w| = 0, while if |z| < 0, then n(log |z|/log R) = 1,
n'(log |z|/log R) = 0. Therefore
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[0l Vihdo= [ (Tl Vi) do+
R2 (0)

1 |w]®

—— —s5 (' (log ||/ log R))*dz .
log” R JBpo)\B 50 |2

Since

. 1 / dx

lim —s— T =0,

R+ log” R JBr(0)\B 50) 12|
we find
im [ (V]o], V|o]) de = / (Y], Vo)) dz .
R—+oo JR2 Bs(0)
By similar arguments we obtain
2

im [ [=Cp|VIol[* + D [Vos > = 7 Cp [0 P [ondalo]|* + | div o[’ do =

R—+o00 R2 =

2

/ ( )[*CpIV\WHZ + 3 IVwyl? = Cp [w] 2 wpdnlw]|* + v | divw]*] da.
B;(0 j=1

In view of Lemma 4.1, (3.6) holds. Putting v in this formula and letting
R — 400, we find

2
/ =GVl + 37 Va2 = 3 Cp [l ~2fwnd o |? + | diveo] da > 0.
B;(0) j=1
(3.12)
From the identities

8hw = 8h¢, divw = div w,

2
IV[w]® = [pw+ 7> (pw+ 1, 0nt)?,
h=1

|w| "2 lwndhw]® = [pw + |~ (pwn + Yn) (pw + ¥, ) [?
we infer, letting p — +oo in (3.12),
2 2
[ G .00 + 3 962 = Cylon (0, + 7 div o) o> 0.
R? h=1 j=1

(3.13)
Putting in (3.13)

Y(x) = Ap(x) cos(u(€, ) and P(x) = Ap(z) sin(u(f,z))

where A\ € R?, p € C§°(R?) and p is a real parameter, by standard arguments
(see, e.g, [26, p.107-108]) we find (4.9).
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If 2+#R? fix 29 € 2 and 0 < e < dist(xg, 092). Given ¢ € (C}(£2)?, put
the function

() = ¢((z - z0)/¢)
n (3.6). By a change of variables we find

2
LG IR + X190, = Cy o 2 undnlol 3 div o] da > 0.

j=1

The arbitrariness of ¢ € (C3(£2)? and what we have proved for R? gives
the result.

We are now in a position to give a necessary and sufficient condition for
the LP-dissipativity of planar elasticity.

Theorem 3.3. Let n = 2. The form (3.1) is LP-dissipative if and only if

1 1\° _2w-1)@2v-1)
(2-3) <M atur .

Proof. Necessity. In view of Lemma 4.2, the LP-dissipativity of (3.1) implies
the algebraic inequality (4.9) for any &, \, w € R?, |w| = 1.
Without loss of generality we may suppose £ = (1,0) and (4.9) can be
written as
—Cp(1 +7wf)(Ajw;)® + AP +9A] 2 0 (3.15)
for any \, w € R?, |w| = 1.
Condition (3.15) holds if and only if

—Cp(l+ywdwi+1+7>0,
[Cp(1 4 ywi)wiws)® <
[=Cp(1+wiwi + 1+ [=Cp(1 +ywi)w; + 1]
for any w € R?, |w| = 1.
In particular, the second condition has to be satisfied. This can be written

in the form
L4y = Cp(1+7wi) (1 +w3) >0 (3.16)

for any w € R?, |w| = 1. The minimum of the left hand side of (3.16) on the
unit sphere is given by
L4+ —Cp(1+v/2)%

Hence (3.16) is satisfied if and only if 1 +~ — Cp(1 + v/2)? > 0. The last

inequality means
20-v) (p—-2\"( 3-4v 220
1-2v D 2(1—2v)
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i.e. (3.14). From the identity 4/(pp’) = 1 — (1 — 2/p)?, it follows that (3.14)
can be written also as

4.

pp T (3—4v)?

Sufficiency. In view of Lemma 4.1, F is LP-dissipative if and only if (3.6)
holds for any v € (C§(£2))2. Choose v € (C}(£2))? and define

(3.17)

Xl = |U‘_1(’0181|’U| +’U282|’U|), X2 = |’U|_1(’l}281|1}| — v182|v|)
Y1 = [ol[01(Jo] ™ on) + e (vl e2)], Yo = Jul[0u(|v] " v2) — Ba(|v] M on)]

on the set E = {z € 2 | v # 0}. From the identities

|V|UH2 = X12 + X22, Y, = (81’01 + 621/2) -X, Y= (811}2 — 82’[}1) — X5

it follows
le + Y22 = |V|U||2 + (811)1 + ((921)2)2 + (8102 - 321)1)2
—2(31’01 + 8202)X1 — 2(81112 — 621}1)X2.
Keeping in mind that dy|v| = |v|~'v;0,v;, one can check that

(811}1 + 62’02)(’[}181|’U| + 'UQ@Q"UD + ((91’02 — 821)1)(1)281"[4 — 7}182|’UD =
(o] [V]0l[? + [0] (81010202 — Dpv1102),

which implies
> VP = X7+ X3+ Y + Y5 (3.18)
j

Thus (3.6) can be written as
4
/ {W(Xf + XD HYEHYE —vCXE +y (X1 + Y1)2] dr >0. (3.19)
E
Let us prove that

E E

Since X1 +Y; = divv and X5 + Y5 = 01v9 — Oov1, keeping in mind (3.18),
we may write

2/(X1Y1+X2Y2)dx:/[(X1+Y1)2+(X2+Y2)2—(X12+X22+Y12+Y22)] dx =
E E

/E[(divv)2 + (D12 — Byv1)? — Z |Vv;|?] da

i.e.
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/ (Xl}/l + XQYQ)dJZ = / (81111821}2 — 81’02821}1) dx.
E E

The set {x € 2\ E | Vu(z) # 0} has zero measure and then

/ (X1Y1 + XQYQ)d.T = / (811)182’02 - 81’1)2821]1) dr.
E 2

There exists a sequence {v(™} C C§°(£2) such that v — v, Vo) — Vo
uniformly in {2 and hence

/8111162’Ugd.1‘: lim / alvin)agv;)dx:
Q n—oo (Z

lim / 81v§")32v£n)dx:/ 81v282v1d:z:
[0} 0

n—oo

and (3.20) is proved. In view of this, (3.19) can be written as

4
/ (pp'(l +V)XE 20y X Y+ (14 7)Y12> da
E

4
+/ </X22 —2(1 = 9)y XoYs + Y;) dr >0
E \PP

for any fixed ¥ € R.
If we choose

2(1 —v)
'19 =
3—4v
we find ( 2
1 14~
1—9 — 192 2 — )
=9y =35—7" (3 — 4v)2
Inequality (3.17) leads to
4 4
9?y? < — (1+7)?, 1—9)2y2 < —.
gl pp,( ) (1-19) "

Observing that (3.14) implies 1+~ =2(1 —v)(1 — 2v)~! > 0, we get
L T+20 1 720
pT)’( + )i + 20y 21y + (L +7)yp =0,
4
ﬁxg —2(1 =) yaoy2 + 45 = 0

for any x1, 2, y1,y2 € R. This shows that (3.19) holds. Then (3.6) is true for
any v € (C}(£2))? and the proof is complete.

In the next Theorem (2 is a bounded domain satisfying the same smooth-
ness assumption as in Section 2.4 (see p.49).
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Theorem 3.4. Let E be the two-dimensional elasticity operator (3.1) with
domain (W2P(2) N WP (02))2. The operator E is LP-dissipative if and only
if condition (3.14) holds.

Proof. By means of the same arguments as in Section 2.4.1, we have the equiv-
alence between the LP-dissipativity of the form (3.3) and the LP-dissipativity
of the elasticity operator (3.1). The result follows from Theorem 3.3.

3.2 Comparison between E and A

We give two Corollaries of the results obtained in the previous Section. They
concern the comparison between E and A from the point of view of the LP-
dissipativity.

The first one provides a necessary and sufficient condition for the existence
of a k > 0 such that £ — kA is LP-dissipative. The other one considers the
analogue question for kA — F.

In all this section we shall assume the smoothness assumptions of Theorem
3.4.

Corollary 3.5. There exists k > 0 such that E — kA is LP-dissipative if and
only if
2
1 1 2v—1)(2v — 1)
- — = _ 3.21
(3-3) <*arer (321
Proof. Necessity. We remark that if £ — kA is LP-dissipative, then

k<1l ifp=2
np (3.22)
k<1l ifp#2.
In fact, in view of Theorem 4.1, we have the necessary condition
—(1=2/p)*[(1 = B)IEP® + (1 = 2v) 71 (&w)) ") (A\jw;)? (3.23)

+(1L = B)EPAP + (1= 20) 71 (§2)* 2 0

for any &, A\, w € R?, |w| = 1. If we take £ = (1,0), A = w = (0,1) in (3.23)
we find

— (1—-k)=0

and then k < 1 for any p. If p # 2 and k = 1, taking £ = (1,0), A = (0,1),
w=(1/v2, 1/\[) in (3.23), we find —(1 — 2/p) (1-2v)"t>0 On the other
hand, taking £ = A = (1,0), w = (0,1) we find (1 —2v)~! > 0. This is a
contradiction and (3.22) is proved.

It is clear that if £ — kA is LP-dissipative, then E — k' A is LP-dissipative
for any k' < k. Therefore it is not restrictive to suppose that £ — kA is
LP-dissipative for some 0 < k < 1. Moreover E is also LP-dissipative.
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The LP-dissipativity of F — kA (0 < k < 1) is equivalent to the LP-
dissipativity of the operator

FE'u=Au+ (1-k)~'(1—2v)"'Vdivu. (3.24)

Setting
V=v(l-k)+k/2, (3.25)
we have (1 — k)(1 — 2v) =1 — 2v/. Theorem 3.4 shows that

4 1

S 2
pp ~ (3—4)? (3.26)

Since 3 —4v' = 3—4v —2k(1 - 2v), condition (3.26) means |3 —4v —2k(1—
V)| = Vpp'/2, ie.

3—4v Vpp'
k— > 3.27
’ 2(1 — 21/) 4|1 — 21/| ( )

Note that the LP-dissipativity of E implies that (3.14) holds. In particular
we have (3 —4v)/(1 — 2v) > 0. Hence (3.27) is satisfied if either

1 Vop
E< ——— 13-4y - Y= 3.28
21— 20] (l V== ) (3:28)
or
1 Vop
> —4 2
T <|3 v+ 5 > (3.29)
Since
B 34 1 VPP
2[1 — 2v| - 2(1-2v) S 2(1—2v) T 41— 20
we have i
1 Vpp
(B + ) 21
91— 20] <|3 vt =3 >

and (3.29) is impossible. Then (3.28) holds. Since k > 0, we have the strict
inequality in (3.17) and (3.21) is proved.
Sufficiency. Suppose (3.21). Since

41
pp T (3—4v)?’

we can take k such that

1 Vpp
O<hk<—— (|3—ay - Y22 3.30
SS9 (I V== ) (3:30)

Note that
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B—4dv| o 3-4dv - 1 o Vop
2|1 — 2v| - 2(1—2v) C2(1—-2v) 41 -2y

This means

<1

2

and then k < 1. Let ¢/ be given by (3.25). The LP-dissipativity of F — kA is

equivalent to the LP-dissipativity of the operator E’ defined by (3.24).
Condition (3.27) (i.e. (3.26)) follows from (3.30) and Theorem 3.4 gives

the result.

! <|34u W)

2[1 — 20|

Corollary 3.6. There exists k < 2 such that kA — E is LP-dissipative if and

only if
1 1\° 2(@2v-1)
- ik ey 3 31

(2-3) <Ter 330
Proof. We may write kA — F = E — kA, where k = 2 — k, E=A+ (1-
20)~1V div, ¥ = 1 — v. Theorem 3.5 shows that £ — kA is LP-dissipative if

and only if
1 1\° 20-1)@2r-1)
= o A\ et 32
(53) < 532

Condition (3.32) coincides with(3.31) and the the Corollary is proved.

3.3 LP-dissipativity of three-dimensional elasticity

As far as the three-dimensional Lamé system is concerned, necessary and
sufficient conditions for the LP-dissipativity are not known. The next Theorem
shows that condition (3.14) is necessary, even in the case of a non constant
Poisson ratio. Here 2 is a bounded domain in R?® whose boundary is in the
class C2.

Theorem 3.7. Suppose v = v(x) is a continuos function defined in §2 such
that

inf |2v(z) — 1] > 0.

e

If (3.1) is LP-dissipative in {2, then

(1 ~ 1)2 o jnp 20@) — D) = 1) (3.3

Proof. We have

/ (D + (1 — 20(2))1V div ) [ulP~2udz < 0 (3.34)
(9]
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for any u € (W2P(Q) N WLP(£2))?, in particular for any u € (C°(£2))3.
Take v € (C§°(R?))?, p € C(R), ¢ > 0 and 20 € 2; define v.(z1,72) =
v((21 — 29)/e, (22 — 23) /e),

w(x, T2, x3) = (Ve,1(21,22), Ve 2(x1, 2),0) p(x3).

We suppose that the support of v is contained in the unit ball, 0 < € <
dist(2°,02) and the support of ¢ is contained in (—¢,¢). In this way the
function u belongs to (C§°(£2))3.

Setting (w1, 72, 23) = (1 — 2v(21, 9, 73)) "L, we have

Au+yVdivu = (Ave. + vV dive.) o + vep”
and then

(Au + 5V div ) ufP~2u =
(Ave + vy Vdivw,) |v€|P—2v€§DP + v‘?@//@p—y

We can write, in view of (3.34),

/ pPdrs // (Ave + vV div o, ) |ve|P~ v, doydao+
R R2

/ ‘ppilwﬂd-r?) // |U5|pd1‘1dac2 < 0.
R R2

Ave +yVdive, =

1 _ 0 _ 20 _ 0 .0
[Av (xl xl,xl $1>+7(x1,$2,x3)Vdivv(x1gxl,xl xl)},

Noting that

g2 € € €
a change of variables in the double integral gives
/ ©P(x3) dxs // (Av(ty,to) + (2 +ety, ) + e to, 13)V divo(ty, ta)) x
R R2

|’U(t17t2)|p_2’l)(t1,t2>dt1dt2 + 52/

Pt duy // [o(te, t2)[Pdtrdts < 0.
R R2

Letting ¢ — 0T, we get

/gop(xg) dxs // (Av(ty,ts) +'y(x(1)7xg,m3)v divo(ty, t2))x
R R2
|’U(t17 t2)|p727j(t1, t2)dt1dt2 < 0 .

For the arbitrariness of ¢, this implies

// (Av(tr,ts) + (22, 20, 20V div ot t2))[0(t, £2) [P~ 20t £2)dbrdts < 0
Rz
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for any v € (C§°(B))?, B being the unit ball in R2.
Suppose p > 2. Integrating by parts, we get

L(v, [v]P~?v) <0 (3.35)

for any v € (C§°(B))?.

Given v € (C§°(B))?, define u. = ¢2/P" . Since u. € (C§°(B))?, in view

of (3.35) we write
(e, |u€|p—2u€) <0.

By means of the computations we made in the Necessity of Lemma 4.1,
letting ¢ — 0", we find inequality (3.6) for any v € (C§°(B))?. This implies
that (3.6) holds for any v € (C}(B))2.

In fact, let v,, € (C§°(B))? such that v,, — v in C'-norm. Let us show
that

XE, [Vm| " 0m Vum — Xe|v|'oVe  in L2(B), (3.36)

where E,, = {z € B | v, (z) #0}, E={z € 2 | v(x) # 0}. We see that
XE [V 0 Vom = xElv| oV (3.37)

on the set EU{z € B | Vu(z) = 0}. The set {x € B\ F | Vuv(x) # 0} having
zero measure, (3.37) holds almost everywhere. Moreover, since

[
G

for any measurable set G C 2 and {Vu,, } is convergent in L?(£2), the sequence
{Ixe, [vm| ™ vm Vo, — xg|v] " 'vVv|?} has uniformly absolutely continuous in-
tegrals. Now we may appeal to Vitali’s Theorem to obtain (3.36).

Inequality (3.6) holding for any v € (C}(B))?, the result follows from
Theorem 3.3.

Let now 1 < p < 2. From the LP dissipativity of E it follows that the
operator E — AI (A > 0) is invertible on LP({2). This means that for any
f € LP(£2) there exists one and only one u € W2P(£2) N W?(£2) such that
(E — M)u = f. Because of well known regularity results for solutions of
elliptic systems [19], we have also that, if f belongs to L¥'(£2), the solution
u belongs to WP () N WH#' (£2) and there exists the bounded resolvent
(E* — M)~ : LP'(02) — WP (2) n W' ().

vm|_2|vvam|2dx</ Vo, |2de
G

Since E is LP-dissipative and ||(E* — M)~ = ||[(E — M), we may
write 1
(B = AD < 5

for any A > 0, i.e. we have the Lp/—dissipativity of E*, p’ > 2. We have reduced
the proof to the previous case. Therefore (3.33) holds with p replaced by p'.

Since ) )
1 1Ny _ /(1 1
2 p) \2 p

the proof is complete.
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We do not know if condition (3.14) is sufficient for the LP-dissipativity
of the three-dimensional elasticity. The next Theorem provides a more strict
sufficient condition.

Theorem 3.8. Let 2 be a domain in R3. If
1—2v

(1-2/p)* < (3.38)
20-v) .
ﬁ ZfV > 1.

the operator (3.1) is LP-dissipative.

Proof. In view of Lemma 4.1, operator F is LP-dissipative if and only if in-
equality (3.6) holds for any v € (C}(£2))3. This can be written as

3
Cp/HWIIQ+7|v|‘2|vh8h|v|\2]dx</ > IVo? 4y divel?| da.
2 n

Jj=1

(3.39)
Note that the integral on the left hand side of (3.39) is nonnegative. In
fact, setting
Enj = Onvj,  wj = [v| My,

we have
IV [0]? + v [o] 7 |vnOn|v]|* = wiw; (Snk + Ywnwr)Enie;-
Then we can write
[V[0ll? 7 o] =2 ondh o] = AP +7(A - w)? (3.40)

where X is the vector whose h-th component is w;&p;. Since w is a unit vector
and v > —1 we have

V]o][* + 7 [v] = Jvndnv]|* > 0.

Also the right hand side of (3.39) is nonengative. In fact, denoting by v;
the Fourier transform of v;

05(y) = /R3 vj(x)e_iy'ld:v,

we have
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3
/ Z |Vo;|? + v |divol? | dz = / (Onv;0v; + YORvR0;v;)de =
e

j=1 2

@)™ [ Gt +10nd0;) dy = 20 [ (P +ly -9y >

3
min{1, 1 +~}(2m) "3 /R3 ly|?|0)%dy = min{1,1 + ~} /Q Z |Vv;|2dz .
j=1

(3.41)
This implies that (3.39) holds for any v such that the left hand side vanishes
and that E is LP-dissipative if and only if

3
/ Z|ij\2+'y|divv|2 dx
9]

. Jj=1
Cp <inf

: (3.42)
/Q V1012 + 7 o] 2 ondilo] ] de

where the infimum is taken over all v € (C3(£2))? such that the denominator
is positive.
From (3.40) we get

3
IV|0]]? 4 v [v] 2|vpOn|v|]* < max{1,1+~y}A* < max{1,1+~} Z |Vv,|2.
j=1

Keeping in mind also (3.41) we find that

3

/ Z|ij|2+’y\divv|2 dx
2

j=1 < min{1,1+ ~} .
JOVIIP + 1ol Zondnfolpyae T
2

Therefore condition (3.42) is satisfied if

min{1,1 4~}
P max{1,1 +~}
This inequality being equivalent to (3.38), the proof is complete.

Remark 3.9. The Theorems of this Section hold in any dimension n > 3 with
the same proof.

3.4 Weighted LP-negativity of elasticity system defined
on rotationally symmetric vector functions

Let @ be a point on the (n — 2)—dimensional unit sphere S"~2 with spher-
ical coordinates {¥;};=1,.n—3 and ¢, where J;, € (0,7) and ¢ € [0,27).

89
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A point z € R™ is represented as a triple (p,9,®), where ¢ > 0 and
¥ € [0,7]. Correspondingly, a vector u can be written as u = (u,, Uy, Us)
with ug = (w9, _5,..., Uy, Uy). We call upy, uy, ue the spherical components
of the vector u.

Theorem 3.10. Let the spherical components uy and ug of the vector u van-
ish, i.e. u = (uy,0,0), and let u, depend only on the variable o. Then, if
a>n—2, we have

dr.

||

/ (Au+ (1 —2v) ' Vdivu) [ulP?u <0 (3.43)

for any u € (CF(R™ \ {0}))™ satisfying the aforesaid symmetric conditions,
if and only if
—(p—1(n+p —-2)<a<<n+p-—2. (3.44)

If &« < n—2 the same result holds replacing (C5°(R™\ {0}))™ by (C§°(R™))™.

Proof. Setting
gE(s) _ (82 +52)1/2,

and denoting by w,—1 the (n — 1)—dimensional measure of the unit sphere in
R™, we have

dr

E

/ Aug5(|u|)p*2u
+oo 1 n—1
anl/ ( nilag(gn—lagug) — ng> g€(|u9‘)p—2uggn—1—ad9.
0 [ o

An integration by parts gives
“+oo

| 0ue )l s =

0

+oo
B /0 Qn_lagugag(gs(|U9|)p_2u99_a)d9 =

+oo too
_/ 89%89(95(|“a|)p72“9)9n717ad9+a/ 9= (|uo])P 2 ugdpu,0™*2do.
0 0
(3.45)
Since
90(9-(Jue))?) = p ge(Jug| )P~ 2uo0pu,, (3.46)

we have, by means of another integration by parts in the last integral of (3.45),

+oo +oo
- n—o— o n—o—
o / 0o u,0up" 2o = / B (g (fug)P) "~ 2dg =
0 0

aln—2—«
_an=2-0) / ge ([P0 5*dg + O(e?)
p K
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where K is the support of u,.
This proves the identity

/ Auge (Jul)” ||a

— W1 l n—1) / g=(Jupl)P™ 2u Q"_3_adg+
K

(n*Q a)/ gs(|u |) n— 37o¢d9+

K

+/ Dpo0p(ge ([up])P2up) 0™ 1~ *do| + O(eP).  (3.47)
K

‘We have also

/ V(div u)ge (Ju])P~2u —/ divu div(ge (Jul)*~2ulz|*)dz =
Rn Rn

+oo
—wn—l/o o1 ag(é’nilug)aa(gnilfage(|U9|)p72ug)d9- (3.48)

Moreover,

o1 a@(gnilug) ag(gniliags(mgnpizug) =

(n—=1)(n =1 —a)o" 7 ge(lug )" *ug + (n— 1)0" >~ “up0p(ge (Jugl)*~*ug)+

+ (1= )" g (Jugl)P ugdyug + 0" 0y (g ()P 1@- )
3.49

In view of (3.46) we may write

400 ) ) L[t 2
/O 0" g (|up))P " upOpu,pdo = ;/0 0" T 0,(9e(|up)?)do =

n—2—-a« _3_a
_7/ 030 (Ju,|)Pdo + O(e?).  (3.50)
K
Since

89(96(|ug|)p_2u5) = u@ag(gs(|ug|)p_2ug) + 96<|u9|)p_2u98@u9

and using again (3.46), we find

91
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—+oo
/0 0" up 0y (ge |ug])"~?u,)do =

+oo

+o00
/0 0"2790, (ge (Juol)P~2u2)do — / "2 g ()P~ 2upDt1pdo =

— (n -2 — Oé) A Qn 3 gg(‘ugDp QUde - 5/{; 0 2 8Q(g5(‘u9|)p)dg+

+OE) = —(n—2—a) /K 0" g ([ug )P 2udot
n—2—a«

p
We obtain by (3.48), (3.49), (3.50) and (3.51) that

d
V(div u)ge (jul)P2u —— =
R ||

— W1 l(n —1) / 0" g (Jug )P Puldo+
K
an—2—«a “3_a
a(n—2-a) / 0" 3 g. (|u,|)Pdo+

p K
/K D110 g (lug))Pug) " do

It follows from (3.47) and (3.52) that

1 dz
A V di ()P —— =
/ ( u+ T2 dlvu) ge(Ju])P™"u FE

21~ v) [m ) /K 0 g (fug)P 2 d ot

— Wn-1

1—2v

an—2—« —3_a
oln=2-0) [ gy dor

/ 0" g (ug))Pdo + O(P).
K

+ O(eP).

(3.51)

(3.52)

p K
/ 0g00(9z ([uo)P~2up) 0" 1~ “do| + O(eP).
K

Seeing that, given a € R, there exists a constant C, such that (g-(s))* <
Co(s® 4+ €*) (s = 0), we may apply the dominated convergence theorem and

find
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1 dx
i p=2,, 7 _
/n <Au+ T ZI/V leU) |ulP™=u 2

2(1 — —2—
B wM(V){ [n L M] / o0, ot
v p K

/ agu@ag(ug|p_2ug)gn_l_ad9} .
K

Keeping in mind that either v > 1 or v < 1/2, the last equality shows that
(3.43) holds if and only if

an—2—a«a
v t=220]
p K

/agugag(|ug|p_2)gn_l_adg>0. (3.53)
K

Setting v, = |u,|?~2/%u,, we see that (3.53) is equivalent to

aln—2—a oo .
0

4 [hee
+ — (0yv,)%0" %o > 0. (3.54)
by Jo
If &« = n — 2 the inequality (3.54) is obviously satisfied. For a # n — 2, we
recall the Hardy inequality (see, for instance, [67, p.40])

+oo v2(g) 4 +oo (agv(g))Q
/0 e < /0 do,  (3.55)

a—n—+3 = (a —n4+ 2)2 Qa—n+1

which holds for any v € C§°(R) provided a@ # n — 2, under the condition
v(0) =0 when @ > n — 2.
Inequality (3.54) can be written as

/ an—2—-« Foo oo
_pbp |:n_1+ ( . ):|/0 ‘UQ‘ZQn—3—adQ</O (89%)29"‘1_%9.

4
(3.56)
Now we see that (3.56) holds if, and only if,
’ _9_ _ 2)2
f% {n1+ a(n O‘)} <l Z+ r (3.57)

In fact, if (3.57) holds, then (3.56) is true, because of (3.55). Viceversa,
if (3.56) holds, thanks to the arbitrariness of v, and to the sharpness of the
constant in (3.55), we get (3.57).
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94 3 Elasticity system
A simple manipulation shows that the latter inequality is equivalent to

(a=(+p-2)GE + 0 +p -2) 0

pp

which in turn is equivalent to (3.44). The Theorem is proved.

We remark that the inequalities
—(p—1n+p —-2)<0<n+p—2

are always satisfied and therefore condition (3.44) is never empty.

3.5 Comments to Chapter 3

The LP-dissipativity criteria presented in this chapter were obtained in Cialdea
and Maz’ya [11].

While the two-dimensional case is completely settled by inequality (3.14),
for the n dimensional elasticity we only showed in Section 3.3 that condition
(3.14) is necessary for the LP-dissipativity. For the time being we do not know
if it is also sufficient when n > 2.

Section 3.4 is from Cialdea and Maz’ya [11].



4

LP-dissipativity for systems of partial
differential operators

This Chapter is devoted to systems of partial differential operators.

After some auxiliary results in Section 4.1, we give an algebraic necessary
condition for the LP-dissipativity of a general system in the two-dimensional
case (Section 4.2). Several results are stated in terms of eigenvalues of the
coefficient matrix of the system.

Hinging on these results in Section 4.4 we give an algebraic characterization
of the LP-dissipativity for a certain class of systems of partial differential
operators.

The rest of the chapter is devoted to weakly coupled and coupled sys-
tems. In particular the relationship between the generation of LP-contractive
semigroups of the corresponding operators and L2-contractivity of the semi-
groups generated by certain associated operators are investigated. For oper-
ators associated with systems uniformly parabolic in the sense of Petrovskii,
algebraic necessary and sufficient conditions for the generation of contraction
semigroups on LP?, for all p € [1, 0o simultaneously, are presented.

4.1 Technical Lemma

The aim of this Section is to prove an auxiliary assertion, which can be con-
sidered an analogue of Lemma 2.1 for systems.
We shall prove it for operators of the kind

Au = O, (7" (2)Opu) + B"(2)Opu + O (€" u) + of (x)u (4.1)

where o/"*(z) = {al}f (x)}, B"(2) = {b};(2)}, €" () = {c}j(2)} and o(z) =

{ai;(x)} are m x m matrices whose elements are complex locally integrable

functions defined in an arbitrary domain 2 of R” (1 < 4,5 < m, 1 < h, k < n).
Let ¢ be the sesquilinear form related to the operator A

Plu,v) = — /{ (™ 011,010 = (" Bya0) + (" 0,040) = (o7 .0
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((-,-) denotes the scalar product in C™) defined in (C}(£2))™ x (C&(£2))™. We
consider A as an operator acting from (C(£2))™ to ((C3(£2))*)™ through the
relation

2(u,v) = /Q (Au, v) dz

for any u,v € (C3(£2))™.
As for scalar operators, the form & is LP-dissipative if

Fe L (u,|ulP~?u) <0 if p>2, (4.2)
Ze L (JulP "2u,u) <0 ifl<p<?2 (4.3)

for all u € (CZ(£2))™. Unless otherwise stated we assume that the functions
are complex vector valued.

Lemma 4.1. Let {2 be a domain of R™. The form ¥, related to the operator
(4.1), is LP-dissipative if and only if

/ (%e(y{hk O, Opv) — (1 — 2/p)?|v|~* el v, v) Belv, Opv) Zelv, Opv)
Q

—(1—=2/p)|v| 72 Ze(("F v, Opv) Ze(v, Ohv) — (7™ Opv,v) Ze(v, Opv)) (1.4

+(1 = 2/p)|v| =2 Ze(B" v,v) Zelv, Opv) — Be{B" Opv,v)

+(1 = 2/p)|v| =2 Zel(€" v,v) Zelv, Opv) + Re(€" v, 0nv) — Belof v,v))dm >0

for any v € (CL(£2))™. Here and in the sequel the integrand is extended by
zero on the set where v vanishes.

Proof. Sufficiency. First suppose p > 2. Let u € (C}(£2))™ and set v =
|u|(P=2)/2y. We have v € (C4(£2))™ and u = |v|3~P)/Py. From the identities

(7" O, On(ulP~?u)) =
(7" Oxv, Op) — (1 = 2/p)*|v] ™2 Ze( ™" v, v) Oy |v]Onv]
—(1—=2/p)lo|™! Ze((er"* v, 04v) Bilv] — (7" Do, 0)Bn0]),

(B" Onu, |ul"u) = —(1 = 2/p)|v|"(B" v, v)0n|v| + (B" Onv, v),

(&" w, On(Jul"~?u)) = (1 = 2/p)[o|"HE" v, 0)On o] + (€" v, Opv),
(o u, [ulP~?u) = (o v,0),

Ok|v] = |v|_1 He(v,0,v),

we see that the left-hand side in (4.4) is equal to #(u, |u[P~2u). Then (4.2) is
satisfied for any u € (C}(£2))™.
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If 1 < p < 2, we may write (4.3) as
%?/«eramﬁuwW*m>—«@%wxmmw-%»
(]

(&) Onus [ul” ~*u) = (7" w, |uf” "Pu)) dz > 0

for any u € (C3(£2))™. The first part of the proof shows that this implies

/Q (%e((,@%hk)*ahv,@kv) — (1 —=2/p")?|v|™* Re((o") v, v) Re{v, Opv) He(v, Ov)

—(1—=2/p")|v|=2 Ze({("*)*v, Opv) Zelv, Opv) — ((F"F)*Opv,v) Belv, Opv))

+(1 = 2/p")o| 72 (= Ze((B")*v,v) Ze(v, Opv) — He((B") v, Opv)
—Re((€M) v, v) Belv, Opv) + Rel(€")* Opv,v)) — Relot* v,v>)dw >0

for any v € (C}(£2))™. Since 1 —2/p’ = —(1 — 2/p), this inequality is exactly
(4.4).
Necessity. Let p > 2 and set

g = (W2 + Y2, = g,
where v € (C3(£2))™. We have

<«Q/hk O e, ah(\u5|p_2u5)>
= |ue P72 (7" Opue, Opue) + (p — 2)|ueP~3 (o™ Opue, ue) O |ue|.

One checks directly that

|ue P2 (/" Opue, Opue)
=(1- 2/;0)29;(”2)|v|p*2<42{h’c v,v) Ze(v, Opv) Xelv, Opv)
—(1=2/p)g="|olP~2 ({7 v, pv) e (v, o) + (" Oyv, v) Belv, Oyv))
+g2 7P| (" v, ),

|us|p73<£{hk akusa us> ahlus|
= (1—2/p)[(1 — 2/p)g= "™ |v|P~2
_gg—pl,v|p—4] <dhk ’U7’U> %€<’U78k1}> %6(1}, 8hv>
+gZ PPt — (1 —2/p)gPlvP? (or"* O, v) Fe(v, Opv)
on the set E = {x € 2 | |v(x)| > 0}. The inequality g¢ < |v|* for a < 0,

shows that the right-hand sides are majorized by L! functions. Since g. — |v|
pointwise as ¢ — 0%, we find

(4.5)
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: hk —2
lim <,gz{ Ok Ug, 8h(|u5|p u5)>
e—0t

= (7" Opv, Opv) — (1 = 2/p)? o]~ v, v) Be(v, Opv) Belv, Ov)
—(1=2/p)|v|2(("F v, Opv) Belv, ) — (o7"* v, v) Relv, Oyv))

and dominated convergence gives

lim [ (o™ Opue, O (Juc|P~2u.)) do =

e—0t E

/E (™ Ov, Opv)
—(1 = 2/p)2 o]~ 4" v, v) Be(v, Ohv) Re(v, Opv)
—(1=2/p)[v|2({7"" v, Opv) Ze(v, Oyv)
— (" O, v) e (v, Opv))] d.

Moreover we have

(B" Onuc, lucl"~?uc) =
—(1=2/p)g="[v[P~*(B" v, v) Zelv, o) + g P2 0P (B" v, v),
(6" e, On(Juc|P2uc)) = g=P|oP~H(((1 = 2/p)(1 = p)|v|*+
(p = 2)92) (G v, v) Zelv, Opv) + g2|v|*(%h v, Opv)),

<$Zf Ue, |ua|p72ue> = g;p+2|v|p—2<£{ v, U)a

on the set E = {x € 2| |v(z)] > 0}. As before, the right hand sides are
dominated by L' functions and we find

lim [ (B" Ohue, |uc|P~2u.) do =
e—=0t J B

/E(_(1 2 /p)[u] "B v, v) Be(v, Opv) + (B" O, v)) da,

lim [ (%" ue, O (Jue|P~2u.)) dz = (4.7

e—0t E

/E (1= 2/p)lo] (" v,v) Belw, o) + (6" v, Oyv)) da,

lim [ (o ue, |uc|P%u.) do = / (o v,v)de.
B E

e—0t

Formulas (4.6) and (4.7) show that the limit
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lim Ze £ (ue, |ucP~2u.)
e—0t

is equal to the lef hand side in (4.4). The function u. being in (C§(£2))™, (4.2)
implies (4.4).
If 1 < p<2, from (4.6) and (4.7) it follows that the limit

lim Ze % (Juc|” ~ue, ue)
e—0t

coincides with the left hand side in (4.5). This shows that (4.3) implies (4.5)
and the proof is complete.

4.2 Necessary condition for the LP-dissipativity of the
system O, (o7/"*(x)8,) when n = 2

The aim of this section is to give an algebraic necessary condition for the
LP-dissipativity of the form & related to the operator

A = Oy (7" (x)0) (4.8)

where o7"*(z) = {a?j" (z)} are m x m matrices whose elements are complex

locally integrable functions defined in an arbitrary domain £2 of R? (1 < i,j <
m, 1< hk<2).

Theorem 4.2. Let 2 be a domain of R2. If the form &, related to operator
(4.8), is LP-dissipative, we have

(" (2)En€r) N N) = (1= 2/p)? R (/" (2)€n8k)w, w) (e (), w))?
= (1= 2/p) Ze({("(@)nk)w, A) = (7" (2)€n&k) N, w) Ze(Nw) (4.9)
=0

for almost every x € 2 and for any £ € R2, X\, w € C™, |w| = 1.

Proof. Let us assume that o7 is a constant matrix and that 2 = R2. Let us
fix w € C™ with |w| =1 and take v(z) = w(z) n(log |z|/ log R), where

w(x) = pw + P(z), (4.10)

pw ReRY R > 1,9 € (CERY)™, n e C°MR), n(t) =1if t < 1/2 and
n(t) =0if t > 1.
‘We have
(" Opv, Opv) = (™ Opw, Opw)n? (log |2/ log R)
+(log R) " ({ar"* Opw, w)xy, + (7" w, Opw)ay) x
|z[~*n(log ||/ log R) 7' (log ||/ log R)
+(log R) (/" w, w)zpar|z|~* (i (log ||/ log R))*
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and then, choosing ¢ such that spty C Bs(0),

/ (,;z{hk Ok, Opv)de = / (7" Opw, Opw)dx
R2 Bs(0)

1

log® R JBr(0)\B 5 (0)

ThT
(/" w,w) o (' (log o]/ og R))” da

provided that R > §2. Since

d
lim x

2 Tz =0
Btoo log? R J Br(0)\B z(0) 1]

we have

lim (7" O, Opv)dx = / (7" Opw, Opw)de.

R—+o0 R2 B&(O)
On the set where v # 0 we have
|v| =4 (™" v, v) Be(v, D) Relv, Opv) =
lw| = (o7 "* w, w) Re(w, Opw) Re(w, Opw)n? (log x|/ log R)
+(log R) " Hw| ("™ w, w)(Re(w, Opw)xy, + Belw, Opw)xy)|z] =2 x
n(log|xz|/log R) n'(log ||/ log R)
+(log R) (/"™ w, w)xpzi|x|~* (0 (log |z|/ log R))?
and then

lim [v| =4 (" v, v) Belv, Dpv) Relv, Opv)de =
R— 400 R2

/ lw| ("™ w, w) Be(w, w) Belw, dpw)dz.
B;(0)
In the same way we obtain

lim [v| 72 Ze((a"™* v, Opv) Relv, Opv) — (7"* Opv,v) Be(v, Opv))da =
R—+o00 R2

/ lw| 2 Re((or"™ w, Opw) Be(w, w) — (" Opw, w) Re(w, dw))da.
Bs(0)

In view of Lemma 4.1, (4.4) holds. Putting v in this formula and letting
R — 400, we find

/ (%6<szhk ka,ahm
Bs(0

5(0)
—(1 = 2/p)2|w|~* Zel " w,w) Zelw, Opw) Zelw, Opw) (4.11)
—(1 —2/p)|w| =2 Ze({o/™* w, Opw) Zelw, Ow)
—(" Opw, w) Zelw, 3hw>)>dz > 0.
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On the other hand, keeping in mind (4.10),
Rel o™ Opw, Opw) = Rel ot O, Opab),
|w|~* Bel o™ w,w) Belw, pw) Belw, dhw) =
e + | ™ Ry ™ (o + ), pw + 1) R + 0, Opb) Re(pw + ), ),
lw| 2 Ze((o/™F w, Opw) Re(w, Dw) — (7" Opw, w) Be(w, Opw)) =
| + | 2 Be(( ™ (1w + 1), Ontp) Relpw + ), Oy)
~ (" O (e + ), pw + ) Rl + 1, On))).

Letting 4 — 400 in (4.11), we obtain

(#eter™ D, 000)
R2

_(1 - 2/p)2 ‘%e<dhk w, w> %6(&)7 8k¢> %e(w, ah'(/)> (412)
—(1=2/p) Ze((ar"* w, On)) Rew, Oxt))
(" i), w) Re(w, ahw)) dz > 0.
Putting in (4.12)
Y(z) = Aplz)

where A € C™, ¢ € C§°(R?) and p is a real parameter, by standard arguments
(see, e.g., Fichera [26, p.107-108]), we find (4.9).
If the matrix ¢7 is not constant, take ¢ € (C}(R?))™ and define

v(@) = p((x — z0)/¢)

where x¢ is a fixed point in £2 and 0 < e < dist (g, 012).
Putting this particular v in (4.4) and making a change of variables, we
obtain

/ (%e(%hk(xo +ey)Ok, Onth)
RQ

—(1=2/p)? ||~ Bt (20 + ey)ib, ) Re(h, Opib) Re (), Opih)
—(L=2/p) || % Re({ /" (w0 + ey, Opb) Re (1), Op1h)

(/" (w0 + £y) Ok, ) Ze(wh, 04v)) ) dy > 0.

Letting ¢ — 0™ we find

/R? (%e@fhk(xo)ak% Ont))
—(1=2/p)* ||~ Be(a ™ (wo) ¥, ) Be(, Opap) Re (b, Ont))
—(1=2/p)|[0| 7> Re({"* (wo), Ont) Ze(w), O1))
(" (w0) Db, ) Relob, O) ) dy > 0

for almost every o € £2. The arbitrariness of 1 € (C}(R?))™ and what we
have proved for constant matrices give the result.
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4.3 LP-dissipativity for systems of ordinary differential
equations

In order to study LP-dissipativity for a certain class of systems of partial
differential operators, we need some results concerning systems of ordinary
differential operators. This is the topic of this section.

Here we consider the operator A defined by

Au = (o (z)u) (4.13)
where o7 (z) = {a;j(x)} (4,5 = 1,...,m) is a matrix with complex locally

integrable entries defined in the bounded or unbounded interval (a,b).
In this case the sesquilinear form #(u,v) is given by

b
ZL(u,v) :/ (o7 v/ v da. (4.14)

4.3.1 Necessary and sufficient conditions for the LP-dissipativity

Lemma 4.3. The form & is LP-dissipative if and only if

b
| (eter vty = (1= 2/l el v} (@Belo. o)

(4.15)
—(1=2/p)|v| 72 Ze({of v,v") — (dv’7v>)=%’e(v,v’>) dx >0
for any v € (C§((a,b)))™.
Proof. 1t is a particular case of Lemma 4.1.
Theorem 4.4. The form ¥ is LP-dissipative if and only if
Re( ot (0)AA) — (1 = 2/p)* Belof (v)w, w) (Ze(A, w))° (4.16)

—(1=2/p) Ze({o (x)w, A) — (o (2)A,w)) Ze(A,w) 2 0
for almost every x € (a,b) and for any \,w € C™, |w| = 1.

Proof. Necessity. First we prove the result assuming that the coefficients a;;
are constant and that (a,b) = R.

Let us fix A and w in C™, with |w| = 1, and choose v(z) = n(x/R) w(x)
where

Hw; ifx <0
wj(z) = pwj +2%(3—22)); f0<a<1
pwj + A ifx>1,

u,ReRT, neCPR),sptn C[-1,1] and n(z) =1 if |z| < 1/2.
‘We have
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<=Q{ U/’Ul> =
(o7 W' w')(n(x/R))* + R™ (o w'sw) + (o w,w'))n(z/R) (x/R)
+R™ (o w,w) (1 (¢/ R))?

and then

’oo ! roo 1 i ! 2
Jtervydo= [(ow wyios g5 [ (vl a/R)Pde

provided that R > 2. Since (&7 w,w) is bounded, we have

1
lim (V' W) de = / (o W' w') du.
R—+oo Jp 0

On the set where v # 0 we have
0] =7 v, 0)(Ze(v,v'))? = [w|~Ho w, w)(RZe(w, w'))?(n(z/R))?
+2 R™Hw| ™ (o w, w) Zelw, w')yn(z/R)) 1 (x/R) + R™*(o/ w,w)( (z/R))

form which it follows

1
i —4 "NV2dg = w|™ ot w, WY (Relw, w'))?dz.
lim /Rlvl (ot v, 0)(Rel, o)) dzf/O\ o w0, w)(Redw, w'))2d

R—+o0

In the same way we obtain

lim / [v| 2 ({o v,0") — (7 V', v)) Relv,v) de =
R—+o00 R

1
[ ol 2o w,0) = o ') e, ') d
0
Since v € (C3(R))™, we can put v in (4.15). Letting R — +o0, we find

/0 (%e(g{ ww') — (1 —2/p)?|lw|™* Zelot w,w)(Re{w,w'))?

(4.17)
—(1—=2/p)|w|=2 Ze({ o w,w') — <ﬂw’,w))%’e<w,w’>) dx > 0.

On the interval (0,1) we have

(o W' w') = (o7 N\, \) 3622 (1 — )2,
lw| ™o w, w)(Relw, w'))? = |pw + x2(3 — 22)\| "1 x
(1 (ot w,w) + p({ef w, ) + (o X, w))a? (3 = 22) + (& \, N)a* (3 — 22)*) %
[Ze(p(w, \) 62(1 — x) + [A[*623(3 — 22)(1 — z))]?,
lw|72((of w,w') — (o7 W', w)) Re{w,w') = |pw + x2(3 — 22)\| 72 x
(ot W, \) — (7 N\, w)) 62(1—2) Ze(uiw, ) 62(1—x)+|\|*62° (3 —2x)(1 —2)).
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Letting u — oo in (4.17) we find
1
36/ (Reter A X) — (1= 2/p)? Belor w.0) (e(o, N’
0

—(1—=2/p) Ze({of w,\) — {of A\, w)) Re{w, )\)) 22(1 —2)%dz >0

and (4.16) is proved.
If ap are not necessarily constant, consider

v(z) = e V2 ((x - z0) f¢)

where z is a fixed point in (a,b), ¥ € (C3(R))™ and ¢ is sufficiently small.
In this case (4.15) shows that

| (eteran s enpir 07) = (=201 s ey ) (B, 01
~(1=2/p) |17 Be(( et (wo-+ey )b, ') — (o (o + ey ) el o) ) dy > 0.

Letting ¢ — 0™ we find for almost every xg
[ (Felertenss o) = (= 2/l Belor aa) ) (el )
—(1 = 2/p)ll 2 Be({et (o), ) — (o (20}, )) Bl ) ) dy > 0.

Because this inequality holds for any ¢ € C}(R), what we have obtained
for constant coefficients gives the result.

Sufficiency. Tt is clear that, if (4.16) holds, then the integrand in (4.15) is
nonnegative almost everywhere and Lemma 4.3 gives the result.

Corollary 4.5. If the form & is LP-dissipative, then
Fe(aot (x)AA) =0
for almost every x € (a,b) and for any A € C™.

Proof. Fix « € (a,b) such that (4.16) holds for any A\,w € C™, |w| = 1. For
any A € C™, choose w such that (A\,w) = 0, |w| = 1. The result follows by
putting w in (4.16).

If the operator A has smooth coefficients, we can give necessary and suf-
ficient conditions for the LP-dissipativity of operator A. We consider A as an
operator defined on W27 ((a,b)) N WHP((a,b)).

Theorem 4.6. Let (a,b) a bounded interval. Let us suppose a;; € C([a,b])
and

Felaf (x)A\,A) >0 (4.18)
for any x € [a,b] and for any A € C™ \ {0}. The operator A is LP-dissipative
if and only if (4.16) holds for any x € [a,b] and for any \,w € C™, |w| = 1.

Proof. The result follows from Theorems 2.20 and 4.4.
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4.3.2 Necessary and sufficient conditions in terms of eigenvalues
for real coefficient operators

We start with a lemma about the maximum of a particular quartic form on
the unit sphere.

Lemma 4.7. Let 0 < p1 < p2 < ... < fhn- We have

2v/,—1, 2 (11 + pm)?
%gj% [(rwi) (g wie)] = W (4.19)
Proof. First we proof by induction on m that
2v/,,—1, 2\ _ (pi + p15)°
max [(unwh) (py - wi)] = L T T (4.20)

lw|=1

In the case m = 2, (4.20) is equivalent to

4 .4 -1 Sy oo ()’
max [cos™ ¢ + sin® o + (u1py ~ + pep] ) cos® p sin® @] =
©€[0,27] 4 g o

which can be easily proved.
Let m > 2 and suppose p1; < po < ... < fiy,; the maximum of the left
hand side of (4.20) is the maximum of the function

-1
Hhily, ThTk

subject to the constraint « € K, where K = {z e R" | z1+... 42, =1, 0 <
z; <1 (j=1,...,m)}. To find the constrained maximum, we first examine
the system

— A= h=1,...
{’théﬂk 0 N 011 (4.21)

rn+...+z,=1
with 0 < z; < 1 (j = 1,...,m), where X is the Lagrange multiplier and
Vnk = fntty - pby,
Consider the homogeneous system
Yoy =0 (h=1,...,m). (4.22)
One checks directly that the vectors z(*) = (xgk), .. ,x%’i)),

2 2 2 2
(k) _ M1 Mg — K3 (k) _ M2 H1 — K (k) .
x = — 7, x = — =, R E— k(]:3,,m)
S T e T R A
for k= 3,...,m, are m — 2 linearly independent eigensolutions of the system
(4.22). On the other hand, the determinant
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(13 — p3)?

Y11 Y12 2
=4 -7y =— <0
’ 2 133

Y12 722

and then the rank of the matrix {vynx} is 2.
Therefore there exists a solution of the system

YheTE = A (h =1,...,m) (4.23)

if and only if the vector (A,...,A) is orthogonal to any eigensolution of the
adjoint homogeneous system. Since the matrix {vx} is symmetric, there exists
a solution of the system (4.23) if and only if

AP 4+ 2Py =0 (4.24)
fork=3,...,m.
But
2 _ _
zgk)+...+z$)ziw+1:7(ﬂk p) (e = p2) _
pg(p + p2) o (e + piz)

and (4.24) are satisfied if and only if A = 0. This means that the system (4.23)
is solvable only when A = 0 and the solutions are given by

T = Z ukx(k)
k=3

for arbitrary uj, € R. On the other hand we are looking for solutions of (4.21)
with 0 < z; < 1. Since z; = u; for j = 3,...,m, we have u; > 0. This implies
that

-~ H2 1] —
To = — " u, <0
kZ:ng p3 — pi

and since we require xo > 0, we have uy, =0 (k= 3,...,m), i.e. z = 0. This
solution does not satisfy the last equation in (4.21). This means that there are
no extreme points belonging to the interior of K. The maximum is therefore
attained on the boundary of K, where at least one of the z;’s is zero. This
shows that if (4.20) is true for m — 1, then it is true also for m.

We have proved (4.20) assuming 0 < p1 < ... < fy,; in case p; = p; for
some i, j, the induction hypothesis immediately implies (4.20).

Finally, let us show that

(i +115)% (1 + pom)?
<

< 4.25
4 g 4 11 i, (4.25)

for any 1 < 4,7 < m. Set u; = o, and suppose ¢ < j. We have 0 < ay <
... < ay, = 1. Inequality (4.25) is equivalent to

Ozl(Oéi + Oéj)Q < aiaj(ozl + 1)2
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i.e.
OllOti(Oéz' — Oéj) =+ (OélOlj — Oéi)Oéj g 0

and this is true, because a; < o; and a0 < a1 < oy.

We can now characterize the LP-dissipative of certain ordinary differential
operators in terms of eigenvalues of the corresponding coefficient matrix. We
start considering the associated form &.

Theorem 4.8. Let o/ be a real matriz {any} with apy € Ll ((a,b)), h,k =
1,...,m. Let us suppose of = o/ and o > 0 (in the sense (o7 (x)E,&) > 0,
for almost every x € (a,b) and for any & € R™ ). The form & is LP-dissipative

if and only if

(5 - ;) (11 (2) + pon (@) < 2 (@)1 ()

almost everywhere, where pi(xz) and pm,(x) are the smallest and the largest
eigenvalues of the matriz of (x) respectively. In the particular case m = 2 this
condition is equivalent to

<; - ;)2 (tr o (2))* < det o7 ()

almost everywhere.
Proof. From Theorem 4.4 & is LP-dissipative if and only if (4.16) holds for

almost every x € (a,b) and for any \,w € C™, |w| = 1. We claim that in the
present case this condition is equivalent to

(o (2)€,€) — (1= 2/p) (o (v)w,w)((§,w))* > 0 (4.26)

for almost every = € (a,b) and for any §,w € R™, |w| = 1. Indeed, it is obvious
that if
(o ()N, A) = (1= 2/p) (o (2)w,w) (Ze(N,w))* = 0

for almost every z € (a,b) and for any A\,w € C™, |w| = 1, then (4.26) holds
for almost every z € (a,b) and for any {,w € R™, |w| = 1. Conversely, fix
x € (a,b) and suppose that (4.26) holds for any §,w € R™, |w| = 1. Let Q be
an orthogonal matrix such that () = Q'DQ, D being a diagonal matrix.
If we denote by pu; the eigenvalues of o7 (), we have

(7 (2)XA) = (1= 2/p)* (o (2)w, w) (Ze(X, w))?
= (DQA, Q) — (1 = 2/p)*(DQu, Q) (Ze(QA, Qw))?
= | (QN);17 = (1= 2/p)* (11;1(Qw); *) (Ze(QA, Qw))?
> 1151 (QN);1* = (1 = 2/p)* (1151 (Qw); 1) (@A) | 1(Qu) i ])*.

The last expression is nonnegative because of (4.26) and the equivalence is
proved.
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Let us fix x € (a,b). We may write (4.26) as
(1 = 2/p)* (unwi) (rwn)? < py€7 (4.27)

for any &,w € R™, |w| = 1. Let us fix w € R™, |w| = 1; inequality (4.27) is
true if and only if

(1= 2/p)*(unwp) sup
20

We have )
w
iy (EEWE) s

2
£ER™ (E4
££0 Njgj

in fact, by Cauchy’s inequality, we have (&wy)? < (ujgf)(p,glwﬁ) for any
& € R™ and there is equality if &; = uj_le.
Therefore (4.27) is satisfied if and only if

(1= 2/p) (unwp) (g wi) < 1
for any w € R™, |w| =1, and (4.19) shows that this is true if and only if
2 2
<1 _ 1) (it pm)®
2. p 11 Hon

The result for m = 2 follows from the identities

i (@)pa(e) = det o/ (2), (@) + pole) = traz(e).  (4.28)

Theorem 4.9. Let (a,b) be a bounded interval and let of be a real matriz
{apk}, with apx € C([a,b]), hyk = 1,...,m. Let us suppose of = o/ and
o > 0 (in the sense (o ()€, &) > 0, for every x € [a,b] and for any § €
R™\ {0}). The operator A is LP-dissipative if and only if

2
(i N zla) (1 (@) + pn (2))? < (@) ()

for any x € [a,b], where pi(z) and pm(x) are the smallest and the largest
eigenvalues of the matriz of (x) respectively. In the particular case m = 2 this
condition is equivalent to

(2 ;) (tr a7 (2))? < det o7 ()

for any z € [a,b].

Proof. This follows from Theorems 2.20 and 4.8.
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4.3.3 Comparison between A and I(d?/dz?)

Thanks to characterizations of LP-dissipativity proved in Subsection 4.3.1, we
can now compare the operators A and I(d?/dz?) from the point of view of
the LP-dissipativity.

We start considering the question for the relevant forms. Let % be the
sesquilinear form associated to I(d?/dx?), i.e.

b
,,Sfo(u,v):/ u' v dx .

As before, ¥ denotes the sesquilinear form (4.14) related to A.
The next two results are the analogues for systems of ordinary differential
equations of the ones obtained in Section 3.2 for Elasticity.

Corollary 4.10. There ezists k > 0 such that ¥ —k % is LP-dissipative if
and only if
essinf Pz, \,w) >0 (4.29)

(z,X\,w)E(a,b) XCM xC™M
X =|w|=1

where

Pz, \w) = Zelo ()N N) — (1 —2/p)? Relof (1) w, w)(RBe(\,w))?

4.30
(1= 2/p) Be((of @k 3) — s (2)0.)) Bl ). 430
There exists k > 0 such that k % — & is LP-dissipative if and only if
ess sup Pz, \w) < . (4.31)
Al

Proof. In view of Theorem 4.4, ¥ —k %4 is LP-dissipative if and only if
Pz, \,w) — kA + k(1 —2/p)*(Ze(\,w))?* >0

for almost every z € (a,b) and for any A\,w € C™, |w| = 1. Since
4
AP = (1= 2/p)*(Ze(X,w))* > el AP, (4.32)

we can find a positive k such that this is true if and only if

Pz, A\, w)
AR = (1=2/p)*(#e(A,w))

ess inf
(z,X,w) € (a,b) XCM xCM
w|=1

5 > 0. (4.33)

On the other hand, inequality (4.32) shows that

Pz, \,w) Pz, A\, w) pp’ Pz, \w)
D SO @en e S 4 P (4.34)
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and then (4.33) and (4.49) are equivalent.
In the same way the operator k ¥ — & is LP-dissipative if and only if

—P(x,\w) + kN? — k(1 —2/p)*(Ze(\,w))* >0

for almost every z € (a,b) and for any \,w € C™, |w| = 1. We can find a
positive k such that this is true if and only if

ess su Plz, A, w) < 00
e e PR = (1= 2/p2(Zeha))E =

|w|=1

This inequality is equivalent to (4.31) because of (4.34).

Corollary 4.11. There exists k € R such that ¥ —k % is LP-dissipative if
and only if
ess inf Pz, N\ w) > —o0. (4.35)

(z,2,w)€E(a,b)xCM xCm
X =]w|=1

Proof. As in Corollary 4.10, there exists a real k such that ¥ —k % is LP-
dissipative if and only if

. Pz, \w)
(m,A,u)E?SZS,‘z}:)I}%mXcm ‘)\|2 _ (1 . 2/p)2(%€<A7W>)2 > —00. (436)

Conditions (4.35) and (4.36) are equivalent in view of (4.34).

If the coefficients of operator A are real, we can give several comparison
results in terms of the eigenvalues of the coefficient matrix of A.

Corollary 4.12. Let of be a real and symmetric matriz. Denote by p1(z) and
pm () the smallest and the largest eigenvalues of of (x) respectively. There
exists k > 0 such that ¥ —k % is LP-dissipative if and only if

ess inf [(1 +pp'/2) pa(x) + (1 —/pp'/2) ,um(x)} > 0. (4.37)

z€(a,b)

In the particular case m = 2 conditions (4.37) is equivalent to

ess inf {tr o (x) — @\/(tr o (x))? — 4 det ,Q{(f):| > 0. (4.38)

z€(a,b)

Proof. Necessity. Corollary 4.5 shows that o (x) — kI > 0 almost everywhere.
In view of Theorem 4.8, we have that ¥ —k % is LP-dissipative if and only
if

11\’ 2
(p - 2) (11(2) + pn (2) = 26) < (1 (@) = k) (@) — k) (4.39)

almost everywhere.
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Inequality (4.39) is
4

o (@) + () = 2k)* — (m1(2) — pn (2))* > 0. (4.40)

By Corollary 4.10, & —k' % is LP-dissipative for any k' < k. Therefore
inequality (4.40) holds if we replace k by any &’ < k. This implies that k is
less than or equal to the smallest root of the left hand-side of (4.40), i.e.

E< [0 VIR @) + (- VoP D um@)] @)

and (4.37) is proved.
Sufficiency. Let k be such that

0 <k <essint 2 [(14V/o1/2) i (@) + (1 = V/pP/2) p ()]

z€(a,b)
Since p1(x) < pm(z) and /pp'/2 > 1, we have

(T4+pp'/2) pa (@) + (1 = /PP /2) pian () < 2 a1 () (4.42)

and then o7 (z) — kI > 0 almost everywhere. The constant k satisifies (4.41)
and this implies (4.40), i.e. (4.39). Theorem 4.8 gives the result.

The equivalence between (4.37) and (4.38) follows from the identities
(4.28).

If we require something more about the matrix o7 we have also

Corollary 4.13. Let of be a real and symmetric matriz. Suppose of > 0
almost everywhere. Denote by u1(x) and pm(x) the smallest and the largest
eigenvalues of of (x) respectively. If there exists k > 0 such that £ —k % is
LP-dissipative, then

ess inf [ul(x),um(x) - <; - ;) (1 (x) + um(z))Z] > 0. (4.43)

z€(a,b)
If, in addition, there exists C' such that
(o (2)€,€) < Clef? (4.44)

for almost every x € (a,b) and for any & € R™, the converse is also true. In
the particular case m = 2 condition (4.43) is equivalent to

essinf ldet o (x) — (; - ;) (tr@%(m))ﬂ > 0.

z€(a,b)
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Proof. Necessity. By Corollary 4.12, (4.41) holds. On the other hand we have

(L4 VoP/2) (@) + (1= V/p# [2) pom ()]
<[ = Vor/2) @) + 0+ Vo /2) (@)
and then
4R < (14 Vpr /2 @) + (L= V/pP'/2) ()|
< |1 = Vpr/2) m(@) + U+ Vor /2) (@)
This inequality can be written as
W @@ (5 1) @ + )

and (4.43) is proved.
Sufficiency. There exists h > 0 such that

2
P < @) = (5= 5) (@) + i)

almost everywhere, i.e.

P < [(1+ V¥ /2) 1 (@) + (1= VP /2) i (@)
X |(1=Vpr /2) i (@) + (14 Vo /2) (@)
almost everywhere. Since uq(z) > 0, we have also

(1= Vo' /2) (@) + 1+ /DD [2) pn(2) < (14 V/pp'/2) () (4.45)

and then

(1+Vpp'/2) " 'pr'h
< [0+ VPP /2 (@) + (1= Vpr /2) pn ()] esssup i (y)

y€(a,b)

almost everywhere. By (4.44) esssup p,, is finite and by (4.43) it is greater
than zero. Then (4.37) holds and Corollary 4.12 gives the result.

Remark 4.14. Generally speaking, assumption (4.44) cannot be omitted, even
if o7 > 0. Consider, e.g., (a,b) = (1,00), m = 2, o/ (x) = {a;;(x)} where
aji(z) = (1=2/vpp)z+271, ara(x) = ag(x) =0, ax(z) = (1+2/v/pp)x+
r~1. We have



4.3 LP-dissipativity for systems of ordinary differential equations 113

1 1

paa(e) = (5= 5) () + pa@)? = (8 +472)/op)

and (4.43) holds. But (4.37) is not satisfied, because

1+ pp'/2) i (z) + (1 — /pp/2) po(z) = 221

Corollary 4.15. Let of be a real and symmetric matriz. Denote by p(x) and
tm (x) the smallest and the largest eigenvalues of of (x) respectively. There
exists k > 0 such that k % — & is LP-dissipative if and only if

esssup (1= v/pp//2) (@) + (14 V/pp/ 2) ()| < 0. (4.46)

z€(a,b)

In the particular case m = 2 condition (4.46) is equivalent to

Vpp

2

ess sup {tr o (x) +

V(tr o7 ()2 — 4det JZ{(I):| < 00.
z€(a,b)

Proof. The proof runs as in Corollary 4.12. We have that k % — & is LP-
dissipative if and only if (4.39) holds, provided that
kI —of ()20

almost everywhere. Because of this inequality, we have to replace (4.41) and
(4.42) by

k> % [(1 — VP /2) m(x) + (1+/pp'/2) um(w)}

and
(1=VpP'/2) i1 (@) + (L + /PP /2) pim () = 2 o () (4.47)

respectively.
In the case of a positive matrix o7, we have

Corollary 4.16. Let o7 be a real and symmetric matriz. Suppose of > 0
almost everywhere. Denote by py(x) and pm(x) the smallest and the largest
eigenvalues of of (x) respectively. There exists k > 0 such that k % — & is
LP-dissipative if and only if

€SS SUP L, (x) < 00. (4.48)
z€(a,b)

Proof. The equivalence between (4.46) and (4.48) follows from (4.45) and
(4.47).

‘We have also
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Corollary 4.17. Let of be a real and symmetric matriz. Denote by pi(x) and
tm (x) the smallest and the largest eigenvalues of of (x) respectively. There
exists k € R such that £ —k % is LP-dissipative if and only if

ess inf [(1 VPP /2) () + (1 —/pp'/2) um(ac)] > —00.

z€(a,b)

In the particular case m = 2 this condition is equivalent to

_vpy
2

ess inf [tr o ()

z€(a,b)

V(tr o7 (2))2 — 4det g{(x)} > —o0.

Proof. The proof is similar to that of Corollary 4.12.
We now can compare the operators A and I(d?/dz?).

Corollary 4.18. Let (a,b) a bounded interval and let us suppose a;; €
C1([a,b]). There exists k > 0 such that A — kI(d?/dx?) is LP-dissipative if
and only if

min P(z,\,w) >0 (4.49)

(z,\,w)Ela,b] xC™M xC™
[M=lw]=1

where P(x, \,w) is given by (4.30). Moreovere there always exists k > 0 such
that kI(d?/dx?) — A is LP-dissipative.

Proof. Tt follows from Theorems 2.20 and Corollary 4.10.

Other results of this nature can be obtained combining the corollaries of
this subsection with Theorem 2.20. We shall non insist on that.

4.4 LP-dissipativity for a class of systems of partial
differential equations

In this Section we consider the particular class of operators

Au = 0y (7" (2)0hu) (4.50)
where o/"(x) = {aZ(m)} (i, = 1,...,m) are matrices with complex locally
integrable entries defined in a domain 2 C R® (h=1,...,n).

Our goal is to prove that A is LP-dissipative if and only if the algebraic
condition

Rel o™ ()N N) — (1 — 2/p)? Bel ot (2)w, w)(Re(\, w))?
—(1=2/p) Ze((or" (x)w, ) — (7" (@), w)) Ze(N,w) > 0
is satisfied for every x € 2 and for every \,w € C™, |w| =1, h=1,...,n.

Here y;, denotes the (n—1)-dimensional vector (x1,...,Zh—1,Tht1,---,Tn)
and we set w(yn) = {zn € R |z € 02}



4.4 LP-dissipativity for a class of systems of partial differential equations 115

Lemma 4.19. The operator (4.50) is LP-dissipative if and only if the ordinary
differential operators

Alyn)lu(zn)] = d(or" (x)du/dzy) fday

are LP-dissipative in w(yy) for every y, € R"= (b =1,...,n). This condition
is void if w(yp) = 0.

Proof. Sufficiency. Suppose p > 2. If u € (C§(£2))™ we may write

%62/ ), On(|ulP~2u))da =

%62/ dyh/ ) O, O (JulP~2u))dxy,.
h=17R""! w(yn)

By assumption
e / (" (@) (@), (o) P~ 20(@n)) ) > 0
w(yh)

for every y, € R*"! and for any v € (C(w(yn)))™, provided w(yp) # 0
(h=1,...,n). This implies

9?62/ ) O, O (|uP~2u))dz > 0.

The proof for 1 < p < 2 runs in the same way. We have just to use (4.3)
instead of (4.2).

Necessity. Assume first that 7" are constant matrices and 2 = R”. Let
p=22andfix1 <k<n.

Take a € (C}(R))™ and B8 € C}(R"1). Consider

us(z) = a(zx/e) B(yr)
We have
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Z/ <z527h 8hu5,6h(|ug|p_2u€)>da¢ =
he n
=2 [ 18w [ (o o /o)y (o) d
n—1 R
£ [ 2 Bl B
nk
< [ (" alan/e),alan/2) (o /o) P~ dn,
R
=<t [ 18P [ (or o0, (o0 2ae)) d

te / 01 B (i) On (1B i) IP~2B(ux)) / (" a(t), a(t)) [a()P~2dt

h¢

where v(t) = |a(t)|P~2a(t). Keeping in mind (4.2) and letting ¢ — 0", we find

e [ 18l [ (a0, (a0P () dt > 0

and then

e / (" o (1), (Jo(t) P~2a(t))') dt > 0

for any o € C(R). This shows that A(yy) is LP-dissipative.
If o7 are not necessarily constant, consider

v(@) = @ 2y((z — o) /e)

where zg € 2, ¢ € (C}(R™))™ and ¢ is sufficiently small.
In view of Lemma 4.1 we write

/Q (%e(dh Opv, Opv) — (1 — 2/p)2\11|74 %e(g{h v,v)(Zelv, Opv))?
—(1=2/p)|v|"2 Re({ar" v, 0nv) — (I 8hv,v>)%’e<v,8hv>>dx >0
[ (et o+ c2pm. 000

—(1 = 2/p)? |~ Belat" (w0 + e2)0, V) (Re(h, O))?
—(1=2/p)|¢| 7% Re((7" (x0 + £2)1b, On))

(" (@0 + £2)0nt, ) Re (i, 04v) ) dz > 0

Letting ¢ — 0T, we obtain
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[ (elor 0)onb 0n) = (1= 2/p) ] Belor" o) ) (Bl )
— (1= 2/p) 0] el (o)1, 0u15) — (7" (20)0d, ) Hew, D) ) dy > 0

for every xq € f2.

Because of the arbitrariness of ¥ € (Cg(R"™))™, Lemma 4.1 shows that
the constant coefficient operator 0y, (7" (w¢)0y) is LP-dissipative. From what
has already been proved, the ordinary differential operators (7" (z¢)v’)" are
LP-dissipative (h=1,...,n).

Theorem 4.4 yelds

%’e(g{h(xg))\, A)—(1— 2/p)2%’e<£{h(:co)w,w)(%e(A,w»Q

—(1—2/p) Be({ar"(x0)w, \) — (" (o) N, w)) Be(\,w) = 0 (4.51)

for any \,w e C™, |w|=1,h=1,...,n.

Fix h and denote by N the set of zo € {2 such that (4.51) does not hold
for any \,w € C™, |w| = 1. Since N has zero measure, for every y, € R" "1,
the cross-sections {xp € R | z € N} are measurable and have zero measure.

Hence, for almost every 1, € R" ™!, we have

Rel ")\, N) — (1 = 2/p)? Belat" (2)w, w)(Re(\, w))?
—(1—2/p) Ze((" (w)w, N) — (7" (x)A,w)) Ze(A,w) >0

for almost every xj, € w(yp) and for any A\,w € C™, |w| = 1, provided w(yx) #
(). The conclusion follows from Theorem 4.4.
In the same manner we obtain the result for 1 < p < 2.

Theorem 4.20. The operator (4.50) is LP-dissipative if and only if (4.51)
holds for almost every xog € 2 and for any \,w € C™, |w| =1, h=1,...,n.

Proof. Necessity. This has been already proved in the necessity part of the
proof of Lemma 4.19.

Sufficiency. We have seen that if (4.51) holds for almost every zy € 2
and for any A\,w € C™, |w| = 1, the ordinary differential operator A(yy) is
LP-dissipative for almost every vy, € R*™L, provided w(yp) #0 (h=1,...,n).
By Lemma 4.19, A is LP-dissipative.

Remark 4.21. In the scalar case (m = 1), operator (4.50) falls into the oper-
ators considered in Section 2.2. In fact, if Au = >";/_, 9h(a"Opu), a™ being
a scalar function, A can be written in the form V(& Vu) with o = {cni},
chn = al, epr, = 0 if b # k. The conditions obtained there can be directly
compared with (4.51). The results of Section 2.2 show that operator A is
LP-dissipative if and only if (5.2) holds. This means that

pip, (Fe ot €,6) + (e crnn) — 21— 2p)(IFmas Em) >0 (452)



118 4 LP-dissipativity for systems of partial differential operators

almost everywhere and for any £, 7 € R™ (see Remark 2.8). In this particular
case (4.52) is clearly equivalent to the following n conditions

pip’ (Ze ah) &+ (Ze ah) 772 -2(1-2/p)(Im ah) &n=0 (4.53)

almost everywhere and for any £,n7 € R, h = 1,...,n. On the other hand, in
this case, (4.51) reads as

(Ze )|\ — (1= 2/p)*(%e a") (Ze(\o)? (4.54)
—2(1 —2/p)(Ima) Ze(\w) Sm(M\w) = 0 '

almost everywhere and for any \,w € C, |w| = 1, h = 1,...,n. Setting
& +in = \w and observing that |\|? = |\&|? = (Ze(\w))? + (I m(\w))?, we
see that conditions (4.53) (and then (4.52)) are equivalent to (4.54).

In the case of a real coefficient operator (4.50), we have also

Theorem 4.22. Let A be the operator (4.50), where o7™ are real matrices
{a?j} with 4,5 = 1,...,m. Let us suppose o#/" = (/™) and /" > 0 (h =
1,...,n). The operator A is LP-dissipative if and only if

1 1\?, ,
(5-3) Whe)+hi)? < ) (o (1.55)
for almost every x € 2, h =1,...,n, where u}(z) and pl, (x) are the smallest

and the largest eigenvalues of the matriz ¢7"(x) respectively. In the particular
case m = 2 this condition is equivalent to

2
(; — ;) (tr ;z{h(:r))Q < det 42/’(95)

for almost everyx € 2, h=1,...,n.

Proof. By Theorem 4.20, A is LP-dissipative if and only if
(" (@)X A) = (1 = 2/p)* (" (x)w,w) (Ze(A,w))* = 0

for almost every z € (2, for any \,w € C™, |w| =1, h = 1,...,n. The proof
of Theorem 4.8 shows that these conditions are equivalent to (4.55).
4.5 Weakly coupled systems

4.5.1 Preliminary results

In this section we consider an elliptic operator
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Apu = ah(ahkaku) + apOpu + o u,

where 1116 functions apy, ap in C 1(ﬁ) are real-valued and the n x n-matrix o7
has C(2)-functions as entries. Without loss of generality, the matrix {apx} is
assumed to be pointwise symmetric. We will also use the operator

4 1
Au = ﬁah(ahkaku) + %(p(;z{-i- ;z{*) — 28hah1)u,

We consider the operators A, and A defined in D(A,) = (W?P(2) N
WyP(2))N and D(A) = (H?(£2) N HE(2))N respectively.
A first result is just a consequence of Lemma 4.1.

Lemma 4.23. Let 2 be a domain of R™. The form £, related to the operator
Ap, is LP-dissipative if and only if

%e/ (aij@iv, o5v) + ((p~ 1050, — g{)fu,’u)) dx
fe)
(4.56)
(p _ 2)2 (@ —2
——5" | aij Ze(Ov,v) Ze(0jv,v)|v| " dx > 0
p )
for any v € (C§($2))™.
Proof. Taking &7"* = {ankdi;}, " = {and;;} and ¥ = {0} in Lemma 4.1,
we obtain that & is LP-dissipative if and only if

%e/ (ank(Okv, Opv) — (1 = 2/p)?|v| 2ank Zelv, Opv) Belv, Opv)
2
—2p~ tay, Zelv, ) — (o v,v))dx =0

for any v € (C}(£2))™. We have also

2 1
—7/ ah%e@ﬁhv)dx:—f/ anOp ([v]?)dz
pJa pJa

and (4.56) follows by an integration by parts, which completes the proof.

Let us suppose that (2 is an open and bounded subset of R™, having a
C?*-boundary for some « € (0, 1].

By means of the same techinque we used in the proof of Theorem 2.20,
one can prove that the operator A, is LP-dissiptive if, and only if, the form
& is LP-dissipative. In view of Lemma 4.23 we have

Lemma 4.24. The operator A, is dissipative in (LP(£2))N if and only if (4.56)
holds for all v € (HZ(2))N.

In some of the lemmas and theorems below, we will restrict ourselves to
operators A, whose principal part P is positive, that is, the principal part
fulfills P(z,£) > 0 for all z € £ and all £ € R™\ {0}. That this is no restriction
when dealing with elliptic operators follows from the following lemma.
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Lemma 4.25. If A or A, is dissipative, then the principal part P of Ay is
positive.

Proof. Let Ay, be dissipative and assume, without loss of generality, that 0 € {2
and let u € C§°(R™) be nonzero and have support in U C 2. Write u; for d;u
and define for every ¢ > 0 the function v. by v.(z) = (u(e~1),0,...,0). For
sufficiently small €, we have v.|o € (H}(£2))V. Replacing v by v. in (4.56)
and multiplying by £2~", thanks to Lemma 4.24 we find

0 < 52_"/Q(E_zaij(m)(uiuj)(s_lx) +b(w)u2(5_1m)> dx

o (p72)2 2—n 720/‘ 2 (Ui *133 T
Do [ 0w o)

p

= / (caij (ex)u;(2)uj(x) + e2b(ex) uz(x)) dx
U
— c/ a;;(0)u;u; de = c/ P(0,Vu)dx,e — 0,
U U

where b € C(£2) and ¢ = 4/(pp’). Since P(0,&) # 0 for every ¢ # 0 and Vu
is not identically zero, it follows that P(0, &) is positive at some point. But
ellipticity and continuity implies then that P(0, &) is positive for every & # 0.
A simple translation argument shows that P(z,&) > 0 for every € 2 and
0 # £ € R™. Finally, the continuity of the coefficients and the ellipticity imply
positivity for every z € (2.

The proof that the dissipativity of A implies positivity of the principal
part of A, is completely analogous, but the L?-dissipativity criterion can be
used directly instead of Lemma 4.24.

In order to investigate the relation between the dissipativity of A, and
the dissipativity of A, we now continue by introducing some functionals and
defining two constants associated with A and A,:

J(v) = /Q(]%aij@iv,ajm —|—<%’e<(p_16iail — ,;z{)v,v>) dz,

Jp(v) = /Q(aij (0;v,0;v) + Ze((p~ ' 01a;] — o v, v>) dx

—92)2
- (1972)/ aij Re{0;v,v) Be(0;v,v)|v| % da,
p {v#0}

p=mf{J(v) v e (Hg(2)", o]z = 1},
pp = inf{Jy(v) : v € (Hg ()N, [Jo]lz = 1}.
Note that the expression for J, comes from the statement of Lemma 4.24 and

that the expression for J comes from the same lemma if it is used on the op-
erator A with p = 2 instead of on A, (since 2 Ze{oz v,v) = {( + & *)v,v)).
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It is clear that J and J, are real-valued since {a;;} is symmetric. Assuming
that the principal part of A, is positive, it follows immediately that J is
bounded from below on the set {v € (HZ)™ : |[v|l2 = 1}. Hence, p is finite.
This is also the case with p,, but the proof is postponed to Lemma 4.27.
However, assuming that p, is finite, the study of p and p,, is justified by the
following lemma.

Lemma 4.26. Let 1 < p < oo and suppose that the principal part of A, is
positive. Then A and A, generate the semigroups T on (L%*(2))N and T, on
(LP(2))N, respectively, fulfilling the inequalities

1T < e Tl < e™*",t > 0. (4.57)
The constants p and p, are the best possible.

Proof. By temporarily replacing A, by A, + ppl, we see that the infimum of
Jp is zero. According to Lemma 4.24, this implies that the operator A, + p,/
is dissipative. In Grisvard [30] it is proved that A, — AI is invertible with a
bounded inverse (defined on (LP(£2))") as soon as A, —AI is one to one. This
is the case when A > —p,, since the dissipativity of A, + p,1 implies that

—%e/ (A, = Yo, o) o]~ dz = —%e/ (A + D), ) o]P~2 da
(9} (%}

+ (p + V0l = (1 + Nvlf, ov € D(Ap).

The theorem by Lumer-Phillips now shows that A, + u,I generates a
contraction semigroup Q, on (LP(£2))N. Set T, (t) = e #»tQ,(t) for t > 0 and
it follows immediately that T}, is a semigroup on (LP(£2))" with [|T,(t)| <
e~ #»t for t > 0. Furthermore, from the definition of a generator, it follows that
A, is the generator of T,,. By the definition of J, and Lemma 4.24, p, is the
smallest number making A, + u,I dissipative, hence p, is the best constant
in (4.57).

The proof of A generating the semigroup 7" with the indicated properties
is completely analogous — just replace A,, J, and LP, by A, J and L2,
respectively.

4.5.2 The Relation Between p and p,

Note that it follows from Lemma 4.26 that if © = pp, then A, generates
a contraction semigroup on (LP)V if and only if A generates a contraction
semigroup on (L?)"N. We will therefore take an interest in the relation between

wand fp.

Lemma 4.27. Suppose that 1 < p < oo and that the principal part of A, is
positive. Then p < pp.
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Proof. Let v € (H}(£2))N and choose x € (2 such that z is a Lebesgue point
to all components of v and 9jv. Let A1,..., A, be the eigenvalues of {a;;(z)}
and let T': R™ — R™ be a linear transformation that takes the corresponding
set of orthonormal eigenvectors to the coordinate axes. By introducing the
function v = v o T~! and denoting the kth component of v and u by v, and
uy, respectively, it follows that Vv, = T~ o Vug o T. Set y = Tz and the
relation

(aij@iv,ajv))(:r) = (Vg () [ai; ()] Vog (z) (4.58)
=Y Xl ()]® = Xlosu(y)?
k

is obtained. Suppose for the moment that the components of v are real-valued,
let ¥ be a function that fulfills the same properties as v and set @ = 9 o T~ 1.
Then

(aij@iv,v)(@jf),@)(x) = (Ukﬁg(Vvk)t[aij]Vﬁg)(x) (4.59)
i (k@ Oyuy, 03t (y)
i (<8iu, u){0;, ﬂ)) (y).

Since in general
Re(0;v,v) = (0; Bev, Hev) + (0; Fmv, Fmv),

expression (4.59) can be used on each term of Ze(0;v,v) Ze(0;v,v). If v(z) #
0, this gives
_ 2 _
(aij Be(Div,v) Ze(05v,0)|v| %) (x) = \i(Ze(dsuly), u(y))) Tuly)|~*(4.60)
< Xildu(y) P = (aij(Biv, 8;0)) (x),
the last equality coming from (4.58) and the inequality arising from the

Cauchy inequality since the eigenvalues \; are positive due to the positiv-
ity of the principal part of A,. The arbitrariness of x now implies that

/ a;;{0;v, 0;v) dx — / aij Bel0;v,v) Be(0;v,v)|v| "2 dx = 0.
0 {v#£0}

Defining the functional v — K (v) by the left-hand side of the inequality above,
we immediately get the functional equality

(p—2)?

J+
P2

K=, (4.61)

Thus J < Jp, implying that pu < pp.

Lemma 4.28. Suppose that 1 < p < oo and that the principal part of A, is
positive. Then p = p, if and only if at least one of the nonzero generalized
solutions of the equation
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4 1
—@81»(612»]»6]'1)) + %(281'(12-[ —pled + %)) =pv,v € (HF(2)Y  (4.62)

is of the form v = fc for some real-valued scalar function f and some c € CN.
Moreover, p is the least eigenvalue of the left-hand side of the equation.

Proof. We have 2Z%e(of v,v) = {((o&f +o/*)v,v) for all complex v where
o + of* is self-adjoint. It follows from the theory of compact, self-adjoint
operators, see e.g. Ladyzhenskaya [47, Ch. II] for the scalar case, that the in-
fimum p is the least eigenvalue of the operator defined by the right-hand side
of (4.62) (whose spectrum only consists of countably many real eigenvalues
with 400 as only possible accumulation point). Furthermore, the infimum is
attained by the normalized eigenfunctions corresponding to p and by no other
functions. By general elliptic theory, see Grisvard [30], it follows from the reg-
ularity of the coefficients that solutions of (4.62) belong to (C1(2)NH?(£2))V.

We go back and adopt the notation used in the proof of Lemma 4.27.
Equality in (4.60) holds if and only if 9;u(y) = b;u(y) for every i and some real
constants b; (depending on y), or equivalently, if and only if d;v(z) = ¢;v(z),
¢; still being real. This shows that K(v) = 0 for a C'*(£2)-function v exactly
when 0;v = ¢;v on E, = {z € 2 : v(x) # 0} for a collection of real-valued
functions {¢;}. Thus, K(v) = 0 and v € C1(£2) implies that

9 (Jv]~ ) = o] v — |v| 7 (Ze(0v,v))v

= cilv| o — o] BelvPo =0

on E,, from which it follows that v = |v|c for some ¢ € CV with unit length
on each component of F,. Conversely, a straightforward verification shows
that for Cl-functions v of this form, K(v) = 0. Equation (4.61) gives that
p = pp if and only if K(w) = 0 for one of the minimizers w of J which, by
the discussion above, is equivalent to that w is of the form w = |w|c on each
component of F,,.

Assume that one of the minimizers w is of this form and suppose that E,,
consists of at least two components. Denote one of the components by F' and
let g be the real or imaginary part of any of the NV components of w. Then
g € C1(£2) and g vanishes on the boundary of £2. Define

fe(t) = min(t 4+ ¢,0) + max(t — ¢,0),t € R, € > 0

and set g. = f. o g. Then g.|r € H}(F) since f. is Lipschitz and the support
of g.|F is a compact subset of F. It is easy to see that g.|r — g|r in H*(F)
as ¢ — 0. Hence, g|r € H}(F) and we conclude that gXr € H}(£2). Set
wy = Xpw and we = w — wy and it follows from the previous discussion that
wy,wy € (HE(£2))N. Moreover,

p=J(wi) + J(ws) = lwi]3p+ [lwa|3p = p,

so J(wy/||will2) = p. Hence, wy/||wi]]2 is also a minimizer of J and conse-
quently fulfills equation (4.62). Since w; is zero on an open subset of {2, the
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Aronzajn-Cordes uniqueness theorem, see Hormander [37], implies that wy is
identically zero on 2. This contradiction shows that F,, only consists of one
component and we can conclude that w = fc for some nonnegative f € C!
and c € CV.

From Lemma 4.28, we obtain a necessary condition in algebraic terms for
the equality pu = p, to hold:

Corollary 4.29. Suppose that the principal part of A, is positive. If p = pp,
then there is a constant eigenvector to of + of* on (2.

Proof. By defining the matrix F as

_ ppl —1 —1 *
E=—"r(p7 0 =) =27 (A+ A7),

equation (4.62) becomes
8i(ai]0jv) + Ev=0. (463)

Assume that p = p, and let v = fc be a solution of equation (4.63) given
by Lemma 4.28. Without loss of generality, assume that |c¢| = 1. Consider the
problem

inf{J(gc) : g € Hy(£2), |92 = 1}.

The infimum is of course attained for g = f and is p and since

4
Toe) = — /ﬂ (ai;0i9 839 — (Be,&)g?) dx + g2,

the same theory as used in the proof of Lemma 4.28, or the simple fact that
we have LJ((f 4 ep)c)|.—o = 0 for all ¢ € C§°(£2), implies that f satisfies
the Euler equation

0i(ai;0;f) + (Ec,c)f = 0. (4.64)

Substituting v = fc into (4.63), we also have the equation
8i(a¢j6'jf)c + fEc=0. (4.65)

By multiplying the scalar equation (4.64) with ¢ and subtracting (4.65), it
follows that fEc = f(Ec,c)c. Suppose that Ec # (Ec, c)c at some point in £2.
Due to the continuity of F, this would imply that f vanishes on some subset
of {2 with nonempty interior. As in the proof of Theorem 4.28, the Aronzajn-
Cordes uniqueness theorem then would imply that f is identically zero on 2.
This is not the case since v is nonzero. Hence, Ec = (Ec,c)c on §2, which by
the definition of £ implies that c is a constant eigenvector to o + 7* on 2.
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4.5.3 Dissipativity of A and A,
We are now in the position to state the main results of this section.

Theorem 4.30. If A generates a contraction semigroup on (L?(82))N, then
A, generates a contraction semigroup on (LP(£2))N. Conversely, if there is
a basis of constant eigenvectors to of + of*, then A generates a contraction
semigroup on (L2(£2))N if A, generates a contraction semigroup on (LP(£2))N.
In particular, the converse holds in the scalar case.

Proof. If A or A, generate a contraction semigroup, Lemma 4.25 shows that
the principal part of A, is positive.

If A generates a contraction semigroup, Lemma 4.26 implies that pu > 0
so by Lemma 4.27, it follows that u, > 0. According to Lemma 4.26, A,
generates a contraction semigroup.

The converse is proved by first treating the scalar case and then extending
the result to when o + o#* has a basis of constant eigenvectors. Suppose
that N = 1 and that A, generates a contraction semigroup. Then p, > 0
so J,(v) = 0 for every v € H}(§2). Consider the functional K defined in the
proof of Lemma 4.27. We have for real-valued v € Hg (£2)

K(U) = /Qaijaivajvdl’—/{ Loy aijaivéjvdx =0,

since |Vv| = 0 almost everywhere on the set {x € 2 : v(x) = 0}. In view of
(4.61) and the nonnegativity of J,, this gives that J(v) > 0 for all real-valued
v. From the equality J(u + iv) = J(u) + J(v), holding for all real-valued
functions u and v, it follows that u > 0 and we conclude from Lemma 4.26
that A generates a contraction semigroup.

Let N be arbitrary, suppose that A, generates a contraction semigroup
and let T" be a linear transformation that diagonalizes o7 + o7* in such a way
that T is an isometry. Let f € D(A,) and set g = T'f. Since T is an isometry,

e [ (Ayg.0)lap~do = e [ (TATE 1P da,
2 0

showing that dissipativity of A, is equivalent to dissipativity of f — T—1A4,Tf.
This equivalence together with the fact that

Re(Apg, g) = Re((Ap — o +27 (o + 7)) 9, 9)

for all g € D(A,), allows us to assume without loss of generality that o7 is
a diagonal matrix. Let u € W2P N Wol’p, fix some k € {1,...,N} and set
w = uey, where ey, is the unit vector in CV directed along the kth coordinate
axis. Finally, define the scalar operator A’; as the “kth row” of A, that is,

Al;gp = Ay(per), p € WP N Wol’p.
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Define A* analogously. The dissipativity of A, implies that
0> %e/ (Ayw, w)|wP~2 dx = %e/ (A];u)ﬂ\u|p72 dz,
Q Q

SO A’; is dissipative. From the case N = 1 treated above, the dissipativity of
AF follows for every k. Finally, let v = (vq,...,vn) € D(A). Since

/Q (Av,v) dx:zk: /Q (A*v)Ty, da,

the dissipativity of each A* implies the dissipativity of A, so u > 0 and we
conclude that A generates a contraction semigroup.

Example 4.31. In the scalar case N = 1, the equality u = p, always holds
according to Lemma 4.28. This is however not true in general: consider an
operator A, in (LP(2))? with a positive principal part and suppose that the
matrix coefficient o7 of A, is given as

() = <|;| '5“1) 2eD

Since C? is spanned by the eigenvector

(e vismm)

of o7 and one eigenvector orthogonal to it, o/ has no constant eigenvectors.
According to Corollary 4.29, p is strictly smaller than p,. In particular, we
can add a suitable multiple of the identity operator to A, to make A4, generate
a contraction semigroup on (LP(£2))?, while A does not generate a contraction
semigroup on (L?(£2))2.

4.6 LP-dissipativity of coupled systems for any p’s

We will now treat the initial boundary value problem with zero Dirichlet
boundary conditions for linear second order systems which are uniformly
parabolic in the sense of Petrovskii. These systems will not necessarily be
weakly coupled as in the previous section. Our goal is to give criteria for
the LP-maximum principle to hold for all p € [1, co] simultaneously and then
formulate the result in terms of the generation of contraction semigroups.

First we will study a parabolic system and recall some necessary and suf-
ficient conditions for the solution of the parabolic system to not increase in
maximum norm as the time increases. Using duality and interpolation, we get
criteria for this maximum principle to hold for all p € [1, 00| simultaneously.
After that, the results will be written in semigroup language.
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4.6.1 The maximum modulus principle for a parabolic system

This Section is devoted to the L*°-dissipativity of scalar second order oper-
ators. In this section we recall one of the main results in this topic: for a
system which is uniformly parabolic in the sense of Petrovskii and in which
the coefficients do not depend on ¢, the maximum modulus principle holds if
and only if the principal part of the system is scalar and the coefficients of
the system satisfy a certain algebraic inequality (see Theorem 4.32 below).

Let 2 C R™ be a bounded domain with a C%* boundary (0 < o < 1) and
let Q7 be the cylinder 2 x (0,7).

Let A be the differential operator

where of;, ofi and o7 are N x N matrices whose entries are complex valued
functions. The elements of o, o% and & belong to C*(§2), C1*(£2) and
C%(0) respectively.

Moreover «; = «f;; and there exists § > 0 such that for every z € 2 and
every £ = (£1,...,&n) € RN the zeros of the polynomial

A= det(&fj ,Q{ij +/\I)

satisfy the inequality Ze A < —§|¢]2.
Consider the problem

Ou— Au =0, on Qr,
u(+,0) = ¢, on {2, (4.67)
ulpoxjo,r) = 0,

where ¢ € (C*(§2))" and vanishes on 9{2.
Theorem 4.32 ([45]). Let u be the solution of (4.70). In order that
[u(,t)lloe < l[@lloc,  VE€[0,T],

for all p € (C%2(02))N wvanishing on 012, it is necessary and sufficient that

(a) there are real-valued scalar functions a;; on §2 such that for every i, j,
oti; = a;;I and the n x n-matriz {a;;} is positive definite;
(b) for all n;,¢ € CN,i=1,...,n, with Ze(n;,¢) = 0, the inequality

e {aij(ni,n;) — (Ani, ) — (7 (,0)} =0
holds on §2.

In the scalar case n = 1, condition (b) is reduced to the requirement that
the inequality
—4Fe of > by Im oty Im g
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holds on {2, where {b;;} = {a;;} 7' (cfr. (2.42)).
Let us consider now the problem

Ow+ A*w =0, onQr,
w(-,T) =1, on {2, (4.68)
wlanxjo,r) = 0,

where A* is the formally adjoint operator of A
Arw = 0(at; Oy0) — a” Dy + (o —0s " . (4.69)
Theorem 4.32 implies
Corollary 4.33. Let w be the solution of (4.68). In order that

[w(,t)lloe < [1¥llco, V€ [0,T],

for all ¢ € (C**(02))N vanishing on 02, it is necessary and sufficient that

(a) there are real-valued scalar functions a;; on 2 such that for every i, ],
i = a;;I and the n x n-matriz {a;;} is positive definite;
(b) for all p;,¢ € CN, i =1,...,n, with Ze(n;,¢) = 0, the inequality

He {aij(ni,ng) + (o Cmi) — ((of =0 4)C, ()} =0
holds on 2.

By means of Theorem 4.32 and its Corollary 4.33 and using interpolation,
one arrives to the necessary and sufficient conditions for the validity of the L?
maximum principle for all p € [1, co] simultaneously. This will be obtained in
the theorem 4.36 below.

4.6.2 The Parabolic PDE Setting

Let o € (0,1), let £2 be a bounded domain in R with C?*boundary and let
for T > 0 the cylinder 2 x (0,7") be denoted by Q. Furthermore, let Cg’a
be the subset of (C%%(2))™ consisting of the functions that vanish on the
boundary 942 of (2.

If f is a function defined on Qr, 0;f will as before denote the partial
derivative of f with respect to the i:th space coordinate, whereas 0 f will
denote the time derivative Op41f. Let A be the differential operator (4.66)
and A* its formally adjoint operator (4.69). Let assume the same smoothness
hypothesis made in section 4.6.1.

We introduce the initial boundary value problem

Oyu — Au =0, on Qr,
u(-,0) =¢, on £, (4.70)
ulpoxjo,r) = 0,
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where ¢ € Cg’a. The requirements in the beginning of the section on the
coefficients of A imply that the system in (4.70) is uniformly parabolic in the
sense of Petrovskii. According to Theorem 10.1 in LadyzZenskaya, Solonnikov
and Ural’ceva [48], there exists a unique classical solution to (4.70) with Holder
continuous second derivatives in the space variables and first derivative in time
(in fact, the regularity assumptions on the coefficients and the boundary can
be relaxed and were imposed only for the simplicity of the presentation).

Hinging on the results of Kresin and Maz’ya described in section 4.6.1, we
have the following theorem

Theorem 4.34. Let u be the solution of (4.70). In order that

[u(- Dllp < llellp, v € [0,T1, (4.71)

for all v € Cg’a and for all p € [1,00], it is necessary and sufficient that

(a) there are real-valued scalar functions a;; on §2 such that for every i, j,
A;; = ai;1 and the n x n-matriz [a;;] is positive definite,
(b) for all n;,¢ € CN, i =1,...,n, with Ze(n;,¢) = 0, the inequalities
Fe {ai;(ni,n;) + (et Cmi) — (o —=0; )(, ()} =0

hold on 2.

Proof. Let u and v be the solutions of (4.70) and (4.68), respectively. Let
7€ [0,T) and set 0(-,t) =v(-,t+ 1) for t € [0,T — 7]. Integrating by parts
and applying the equality (Au,?) = (u, A*D) gives

T—1
0= / / (Opu — Au, 0) dx dt
0o Jo

=/Q(<u<~,T—T>7ﬁ<-,T—T>>—<u<-,o>,@<-7o>>)dx

T—1
— / / (u, 040 + A*0) dx dt.
0 Q

Since v fulfills the same differential equation as v, the last integral vanishes
and we obtain the identity

/(u(-,T—T),¢>dx:/(cp,v(-,7)>dx (4.72)
o) Q

We need only prove the necessity of the second inequality in (b), since
the necessity of (a) and the necessity of the first inequality in (b) result from
Theorem 4.32 along with inequality (4.71) where p = oco. Equality (4.72),
together with the Cauchy and Hoélder inequalities, imply that
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| et da

where (4.71) with p = 1 has been used in the second inequality. The functional
on (L)Y defined by the integral in the left-hand side of the inequalities above
has norm [|v( -, 7)||ec. By the arbitrariness of ¢ and the denseness of Co** in
(LHY,

< lloolluC-, T =)l < ¥ lloollllr,

[o(+5 )lloo < 19 lloo

for all 4. Since 7 is arbitrary, this is equivalent to the maximum modulus
principle for the problem (4.68). Hence, Corollary 4.33 gives the necessity of
the second inequality in condition (b).

We now turn to the sufficiency part. Set ¢t = T'— 7. By (4.72) together
with the sufficiency part of Corollary 4.33, we have the following inequality:

<Hlellllol s oo < llpllalllloo-

| 0.0 s

As in the L'-case, the integral on the left in the inequality above defines
a functional on (Cy(£2))N. By using the Cauchy and Hélder inequalities
and by applying the functional to (Co(£2))"N-approximations of the func-
tion |u(-,t)|"tu(-,t), it is easily shown that the norm of the functional is
|lu(-,t)||1. Since ¢ is arbitrary, we conclude that

(-, )1 < el (4.73)
Take some ¢ € (0,T] and define the operator G on Cg’a by
th = U( ' at)7

where u as before is the solution to (4.70). Due to (4.73), G can be extended
by continuity to (L')" and

Gl z(Lryvy < 1. (4.74)
By the sufficiency part of Theorem 4.32, we also have the inequality

1Gllse < lelloos 0 € o

Let f € (L>)V. By multiplying f with the characteristic function of a suitable
precompact set in {2 and then convolve the result with a suitable mollifier, it
follows that f can be arbitrarily well approximated in (L')" by a function
h € (C3°(2))Y in such a way that [|h]jcc < ||f]|eo- Thus, take a sequence
{fibe in (CE(2)N with [[fx — I — 0 as & — 00 and with || flloe < [/l
for every k. Since

IGfr —Gflly < |fx = fllh = 0,k — oo,
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there is a subsequence of {G f}}; such that the subsequence converges point-
wise to Gf almost everywhere on (2. Rename the subsequence to the original
sequence and it follows that

(Gf)(z)] = lim [(Gfi)(@)] < hm [|Gfille < Hm | filloc < [fllo
— 00 k—oo k— o0
for almost every x in (2. Consequently,
|Gl z((zoyvy < 1. (4.75)

The norm estimates in (4.74) and (4.75) now enables us to use the Riesz-
Thorin interpolation theorem on G and we get

|Gl z((Lryvy < 1,p € [1,00].

The arbitrariness of ¢ finally gives the desired result.

4.6.3 The Semigroup Setting

With Theorem 4.34 in mind, we will now define extensions of the operator A
with domain C’g *“ to operators in the various (L?)N-spaces. Thus, let A, be
the operator A with domain

D(4y) = (W2P(2) n Wy (2))V,1 < p < 00

and let A; be the operator obtained by taking the closure in (L')" of the
operator A with domain C;**.

Every A, is thus a densely defined operator in (LP)V. In the case p = oo,
we have to proceed in another manner since Cg’a is not dense in (L*)V.
Instead, the natural function space in which to define the operator A, is in
the closure of C2* in the L>°-norm; that is, the space (Co(£2))V. By Sobolev’s
embedding theorem, W27 (§2) is a subset of C(£2) for all r > n/2. Take some
s >mn/2 and let Ay be the operator A with domain

D(A) = {u e (W2(2) N W2 ()N : Au € (co(ﬁ))N} .
and regard A, as an operator in (Cp($2))V.
Before the main result of this section, let us prove a technical lemma. It

concerns the approximation of integral expressions arising when checking for
dissipativity of partial differential operators.

Lemma 4.35. Let p € (1,00) and let §2 be a domain in R™. Furthermore,
let & be a multi-index and suppose that {fi}3° C (WIlP(2))N is a sequence
with (W1elP(2))N-limit f. Then

g [ @ i flf 2 da = [ @ pls .
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Proof. By expanding (9 f, f)| f|P~2 into components, we see that it is enough
to show that

lim/fkgkhzﬁdx:/fghp%dx, (4.76)
k—o00 N 0

where {fi}, {9}, {hx} C LP(§2) are sequences with LP-limits f, g and h,
respectively, fulfilling |gx| < hy and |g| < h.

After taking subsequences successively, we can assume that g — ¢ and
hy — h pointwise almost everywhere as k& — oco. Let ¢ be the conjugate
exponent to p and note that ||gyht |, < [hxll5=1, so {grh?~?} is a bounded
sequence in L? with pointwise limit gh?~2 almost everywhere. This implies, see
Hewitt and Stromberg [32], that gkhz_Q — gh?~2 weakly in L?. An application
of Holder’s inequality gives

’ /Q (fkgkhf,;—2 - fth) ddz (4.77)

<M= Fllelz= + \ [ it g yasl )

which shows that (4.76) holds for a subsequence, since the right-hand side
tends to zero due to the convergence of {fx} and the weak convergence of
{gkhi_Q}. If there is a subsequence of our original sequence such that the left
hand side of (4.76) does converge to some other value than the right hand
side, we can repeat the proof with this subsequence and get a contradiction.
Thus (4.76) holds for our original sequence.

Using the results obtained on the parabolic systems in the previous subsec-
tion, we can prove the following theorem about the generation of contraction
semigroups for all the operators A,

Theorem 4.36. The operators A, generate contraction semigroups on (LP(£2))N
for all p € [1,00) and on (Co(2))N for p = oo simultaneously if and only if

(a) there are real-valued scalar functions a;; on §2 such that for every i,j,
ofij = a;;l and the n x n-matriz [a;;] is positive definite,
(b) for all n;,¢ € CN, i =1,...,n, with Ze(n;,¢) = 0, the inequalities

Fe {aij(ni,n;) — (ini, ¢) — (7 ¢, ()} =0,
Re {aij(ni,n;) + (o i) — (o =05 #)C,Q)} =0

hold on (2.

Proof. The necessity of (a) and (b) is easy to show. Let p € [1,00]. The
contraction semigroup generated by A, gives the solutions to the abstract
Cauchy problem associated with the operator A,. Since Cg " is contained in
the function space whose elements the semigroup acts on and the solutions to
the parabolic system (4.70) are unique, inequality (4.71) holds for the chosen
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p due to the contractivity of the semigroup. Since p is arbitrary, Theorem 4.34
shows that (a) and (b) follow.

We next show the sufficiency of (a) and (b). This will be achieved by
constructing a contraction semigroup for every p and show that its generator
is precisely A,: define the map ¢ — Q(t), where ¢ € [0,T] and Q(t) : Co** —
Cy®, by

Q(f)éﬁ - u( : 7t)
where u is the solution to the parabolic system (4.70) with initial data ¢.
Defining Q(t) = Q(T)Q(t — T) recursively, Q is extended to RY. It is easily
seen that Q(s+1t) = Q(s)Q(t) and that Q(0) is the identity operator on C3*.
Theorem 4.34 shows that

1Q()¢llp < llgllp,t € RT, pe[1,00], p € CH™.

C2* is dense in (L?)N for 1 < p < co and in (Cy(£2))N so extend for each p €
[1,00) and t € R the operator Q(t) by continuity to Q,(t) € ZB((LP(2))N)
and to Quo(t) € B((Co(2))N), respectively. Then [|Q,(¢)|| < 1 and the alge-
braic properties of @) are preserved. Thus @), fulfills the semigroup properties
every p if the continuity property can be established.

Let ¢ € Cg " and let u be the corresponding solution of (4.70). The solution
is classical so, if N =1 and if u is real-valued, the mean value theorem gives

(71 QD) — ) — Ap) ()] (4.79)
= [t (u(x,t) — u(z,0)) — dyu(z,0)]

= [Opu(z, &(x, 1)) — Qpu(z,0)] < ClE(x,1)[7

<Ct,z e 2

for some C' > 0, v € (0,1), coming from the Holder continuity of dyu. If u
is complex-valued and N is arbitrary, the inequality between the first and
last row in (4.79) still holds, since it can be used on each of the components
and real/imaginary parts of u together with the triangle inequality. Since {2
is bounded, (4.79) especially implies that t — @Q,(t)¢ is continuous at 0 in
the norm of (LP(2))N for every ¢ € Cg*® and p € [1,00). The same is true
for p = oo since Qoo (t)p is zero on the boundary of 2 for every t. Let p be
arbitrary, take f € (LP)N or f € (Co(£2))" if p = o0, let € > 0 and choose
@ € C2* with ||f — ¢||, < e. Then

1Qp()f = Fllp < NQpILF = @llp + [1Qp () — @llp + [l = fllp
<2+ [Qp()e — llps

showing that the continuity of ¢ — @Q,(¢)f at 0 follows from the continuity on
C’g *“. This is actually equivalent to @, being a strongly continuous contraction
semigroup on (LP)N for every p € [1,00) and on (Cy(£2))N for p = .

Let for each p the operator B, be the generator of @,. Inequality (4.79)
shows that the (LP)N-limit
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Jim [17(Qu(0) ~ D — o plly = 0, € CB7, p e [1,00),
so B, is an extension of the operator (4, Cg’“) for every p < co. If p = oo, we
must in addition require that Ay is zero on the boundary of (2 in order for
the limit to be zero.

Let p € (1,00). Since B, is dissipative, so is the operator (A, Cg’a). Since
C2** is dense in the domain of A,, Lemma 4.35 implies that the extension A,
of (A, C’g’o‘) is dissipative. As in the proof of Lemma 4.26, the injectivity of
Ap— Al for A > 0 follows from the dissipativity of A, and the injectivity yields
the invertibility of A, — Al for A > 0 (see, e.g., Maz’ya and Shaposhnikova
[70, Ch.14]). By the theorem of Lumer-Phillips, A, generates a contraction
semigroup on (LP)N.

The next step is to prove that A; generates a contraction semigroup in
(LY)N. Since By is a closed extension of (4, Co*®) and A, is the smallest closed
extension of the same operator, A; is a restriction of By. By — I is injective
since Bj is a semigroup generator so if we can show that A; — I maps D(A4;)
onto (L')Y, it follows that A; = B; and thus A; generates a contraction
semigroup.

Denote the space (W2 N W,)N by F and take u € F. Then there is a
sequence {uy} in Cg'® with limit u in F. We get

[Arug s < Cllull2n < C1llugl2,2,

where the first inequality follows from the smoothness of the coefficients of
A and the second follows from the boundedness of {2. This inequality shows
that {Aju} is a Cauchy sequence in (L')" and thus convergent, implying
that u € D(A;) due to the fact that A; is closed. Hence F' C D(A;). Since As
generates a contraction semigroup, (4; — I)(F) = (As — I)(F) = (L?)V, so
the range of A; — I includes (L?)V. Take f € (LYY, let {fx} C (L*)™ have
limit f in (L)Y and set us = (Ay — I)~! fi. By using that A, generates a
contraction semigroup and that uy and fi, belong to (L") for r € [1,2], the
relation

ol = Tim ol = Ton (a6 —D)" i),

tim (14, — D)7 fill, < T il = el

r

is obtained. It shows that {uy} converges in (L')" to a limit function u. Since
o is closed and

lim [[(Ay — Duk — fllv = lim [|fx = fll1 =0,
k—o0 k—o0

we conclude that v € D(A;) and (A; — I)u = f. Thus A; — I maps D(A;)
onto (LY)V.

Finally, we treat the case p = 0o. Since A, is a restriction of Ay and A,
generates a contraction semigroup, A, — Al is injective for A > 0. From the
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definition of D(Aw,), it follows that the range of Ao, — Al is (L* N Co(2))V
50 Aoo — Al maps D(As,) onto (Co(£2))Y due to the boundedness of 2. Let
A > 0, take f € (Co(22))N and set u = (As, — AI)~1f. The operators A,,
r € [s,00), generate contraction semigroups so

lulloe = lim flull, = lim [[(A, =AD",
= lim [|(4r =D)L, < Tim Al = A7 e,

700
implying that |(Ass — A)71|| < A~1. The operator A, is densely defined
since (C§°(£2))" is contained in D(Ax ) and C§°(£2) is dense in Cy(£2). By the
theorem of Hille-Yosida (see e.g. Goldstein [28]), the operator A, generates
a contraction semigroup on the space (Cp(£2))".

As an example, consider the Schrodinger operator with magnetic field, see
e.g. Simon [82] or Cycon et al. [13],

—(iV +m) iV +m) -V,
i.e. the scalar operator
A=A—-2im-V —i(V-m)—|m]* -V,

where m is an R"-valued function on {2, the function V is complex-valued
and the domain (2 and the functions m, V' fulfill the smoothness assumptions
in the beginning of this section. Using the inequality in the remark following
Theorem 4.32 and its dual counterpart, Theorem 4.36 gives necessary and
sufficient conditions for A to generate contraction semigroups on all LP-spaces
simultaneously as

—ARe o >y (Im ), —ARe(of —0; ) 2 Y (= Im o)
j=1 j=1

A simple verification shows that these two equations are equivalent to the
condition ZeV > 0 on (2.

4.7 Comments to Chapter 4

Sections 4.1-4.4 are due to Cialdea and Maz’ya [9].

The topics of sections 4.5 and 4.6 are weakly coupled and coupled systems
respectively. These results, which are contained in [49, 50], are due to Langer
and Maz’ya, while the results concerning the L°°-dissipativity in Section 4.6.1
are due to Kresin and Maz'ya, who widely investigated this topic (see [46];
[44] contains a survey of their results). They considered the case in which the
coefficients of the operator depend on ¢ as well, founding necessary and, sepa-
rately, sufficient conditions for the validity of the maximum modulus principle.
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They studied also maximum principles in which the norm is understood in a
generalized sense, i.e. as the Minkowski functional of a compact convex body
in R™ containing the origin. Also in this general case they gave necessary and
(separately if the coefficients of the system depend on t) sufficient conditions
for the validity of the maximum norm principle.

We mention that Auschér, Barthélemy, Bénilan and Ouhabaz [3] consid-
ered scalar equations under broad hypothesis on the coefficients. They ex-
tended Kresin-Maz’ya results for scalar equations with smooth coefficients
(see Theorem 4.32) to the case of L™ coeflicients.

In order to shortly describe Auschér, Barthélemy, Bénilan and Ouhabaz
results, we introduce some notations. In the arbitrary domain 2 C R", we
consider the elliptic differential operator

Au = —0j(ag;Oku) + bpdru — Ok (cpu) + apu

where the complex coefficients ay;, bx, ¢k, ag belong to L>°(2) and satisfy the
ellipticity condition

Re arj(x)Eps; > cl¢|? ae. xze 2, VEeC

for a constant ¢ > 0.
Let V C H'(£2) be a closed subspace such that H}(£2) C V.
Let 4, the sesquilinear form

L (u, ’U) = / (akjakuaﬁ + bjﬂé)ju + cjuajﬁ + aouﬁ) dx
(9

whose domain is D( %) = V.
Let Ay be the operator defined in the following way. A function u belongs
to the domain D(Ay ) if and only if there exists v € L?(£2) such that

zv<u,sa>:/v¢dx, Voev.
(93

We set Ayu = v.

It is clear that the Dirichlet condition correspond to V = H{(£2).

The operator —Ay is the generator of a C%-semigroup on L?(12) (see Kato
[42]). Let us denote it by (e7*4v);>.

This semigroup is L°°-contractive if

le )l so < ||tlloe, ¥ u € LE(2) N LZ(£2).
Given u € H'(£2), we denote by ¢, the function
or = Im(Opusigna) |u| " Xu=£0

where, as usual,
. -1
signu = |u] ™ uXuzo -
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Theorem 4.37. The semigroup (e~ AV );~q is L>®-contractive if and only if
the following conditions are satisfied

(a) if u €V then (Ju| — 1)t signu € V;

(b) we have

| (@eaoueslul = (Smaigdslul+ Sme; = b))l
(e )5 ul + (e ag)lul) dz > 0
for any u € V such that pre;j|ul and r0;|u| belong to L*(2) (j,k =1,...,n).

In the particular case of Dirichlet conditions, a more explicit result can be
obtained:

Theorem 4.38 (Auschér, Barthélemy, Bénilan, Ouhabaz [3]). The

semigroup (eitAHé)@o 1s L -contractive if and only if the following con-
ditions are satisfied

(i) Im(ag; + a;x) =0 for jk=1,..,n;

(i1) fo = Reay — 0j(Zec;) is a positive Radon measure on (2;

(iii) fr, = 0j(Imay;) € L (2) for k=1,...,n;

(iv) we have

(Ze ar;)ék; + (Imlc; —b;) + 7)€ + for 20

a.e. on §2 and for any & € R™, where fo . is the reqular part of the measure

Jo-

Corollary 4.39. If b; = ¢; = ap = 0 (1 < j < n), the following conditions
are equivalent
(i) (eftAHé)@o is L°-contractive;
(1) (eft Ho )10 is real;
(iii)
ZL(u,v) = / (%ear;)Okudjvdr, Vu,v € Hy(82);
Q

(iv) Imag;+ajr) =0 forj,k=1,...,n and 0;(Fmay;) = 0 in the sense
of distributions (1 < k <mn).
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The angle of LP-dissipativity

The analiticity of a contractive semigroup {T'(¢)} is closely connected with
the possibility of extending {T'(¢)} to a contractive semigroup {T'(z)} (z € C)
in an angle, called angle of dissipativity.

The problem then arises: given a LP-dissipative operator A, to find its
angle of LP-dissipativity, i.e. the set of complex values z such that zA is still
LP-dissipative.

We obtain explicitly such an angle in two cases. The first one, which is
discussed in section 5.1, is about the scalar operator A = V(o7 (2)V) where
of = {aij(x)} (4,7 =1,...,n) is a matrix with complex entries defined in a
domain 2 C R”.

The second case concerns the system O (o7"(z)0pu), where o7"(z) =
{afj(m)} (i,j = 1,...,m) are matrices with complex entries defined in a do-
main 2 C R™ (h =1,...,n). This is the object of section 5.2.

5.1 Angle of dissipativity of the scalar operator
Vi (x)V)

At first we find the angle of dissipativity of the form _#, related to the operator
A=V (z)V) (5.1)

where o7 = {a;j(x)} (i,j = 1,...,n) is a matrix with complex locally inte-
grable entries defined in a domain {2 C R™.

This means that we want to find the set of complex values z such that the
form z & is LP-dissipative, provided & itself is LP-dissipative.

We know that, if #m o7 is symmetric, there is the LP-dissipativity of the
form & if and only if

lp = 2[{Im o (2)§,8)] < 2v/p — L{Ze o (2)€,§) (5.2)

for almost every = € (2 and for any £ € R"™.
We start with the following elementary lemma
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Lemma 5.1. Let P and @ two real measurable functions defined on a set
2 C R™. Let us suppose that P(x) > 0 almost everywhere. The inequality

P(z) cost¥ — Q(z) sind > 0 (9 € [—-m, 7)) (5.3)
holds for almost every x € {2 if and only if

arccot [eiseigf (Q(x)/P(x))] — 7 < ¥ < arccot [esssup (Q(z)/P(z))] (5.4)

reEZ

where £ = {x € 2 | P*(x) + Q*(z) > 0} and we set

Q(x)/P(x) = {m o= v 3(””

>0
—o0 if P(x) (z) < 0.
Here 0 < arccoty < 7, arccot(+00) = 0, arccot(—o0) = 7 and

essinf (Q(x)/P(x)) = +oo, esssup (Q(z)/F(z)) = —co

ze=
if £ has zero measure.
Proof. If = has positive measure and P(z) > 0, inequality (5.3) means
cost — (Q(z)/P(x)) sind > 0

and this is true if and only if

arccot (Q(z)/P(x)) — 7 < 9 < arccot (Q(x)/P(x)). (5.5)

If x € Z and P(z) =0, (5.3) means
—r<9<0, ifQx) >0, 0<d¥<m, if Q(z) <0.

This shows that (5.3) is equivalent to (5.5) provided that z € =. On the other

hand, if x ¢ =, P(x) = Q(z) = 0 almost everywhere and (5.3) is always

satisfied. Therefore, if = has positive measure, (5.3) and (5.4) are equivalent.
If = has zero measure, the result is trivial.

The next Theorem provides a necessary and sufficient condition for the
LP-dissipativity of z #.

Theorem 5.2. Let the matriz of be symmetric. ’ Let us suppose that the form
£ is LP-dissipative. Set

 Uma@es (Fm ot (2)E. )
A= e e (e, 2T S e S (w)E.E)

where

2= {(2,6) € 2 xR" | (Beof (2)6,€) > 0}. (5.6)
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The form z ¥ is LP-dissipative if and only if
I <argz <V, (5.7)

where

2/p—1 2 1 .
o [rxecot (BT — 325 svmrda) 7 WP A2
arccot(Ay) — 7 ifp=2

2¢/p=1 2 L ;
9, = arccot (— \prI + \p112| 2\/;)Tl—lp—2\/12) ip#2
arccot(As) ifp=2

Proof. The matrix 7 being symmetric, .#m(e?’ ¢7) is symmetric and in view
of (5.2), the form e’ & (with ¥ € [~m,7]) is LP-dissipative if and only if

Ip — 2| [{(Ze o (x)&, ) sind) + (Fm o7 ()€, &) cos V| <
2p — 1((Ze of (2)€,€) cosV — (Im of (x)E, £) sind))

for almost every x € {2 and for any & € R™. Suppose p # 2. Setting

a(x,€) = |p — 2| (Ze o (2),€),  b(x,€) = |p— 2| (Im o (x)&,8),
o(2,8) =2¢/p— 1(Ze o (2)€,€), d(x,€) =2\/p—1(Im .o (2)¢,E),

the inequality in (5.8) can be written as the system

(5.8)

(C(ﬂ?,g) - b(x,ﬁ)) cos v — (a(l’,f) + d(xvé-)) sind > 07 (59)
(c(w,€) + b(w, €)) cosd + (aw, ) — d(x,€)) sind > 0.

Noting that c(z,§) £ b(z,£) > 0 because of (5.2), the solutions of the
inequalities in (5.9) are given by the ¥’s satisfying both of the following con-
ditions (see Lemma 5.1)

sinf @O+ ) _ s sup UEE @)
arccot (é?g)lengfl c(m,ﬁ)—b(w,5)> ™ < U S arceot OSSP o d)-b(w6)

g d@&—a(@,8) | _ d(z.£)—a(x,€)
arccot < 27865)1611;2 c(x,§)+b(z,§)) m < ¥ < arccot («&g}csi)seugpz DT |

(5.10)

Z1={(z,8) € 2 xR" | (a(x, &) +d(x,€))* + (c(z, &) — b(x,€))* > 0},
2 ={(x,6) € 2 xR" | (a(x,€) — d(2,€))* + (b(,€) + c(,€))* > 0}

a(a:,§) d(x,f) = b(l‘,f) C(xa€)7
a®(,€) +0%(2, ) + (2, §) + & (2, €) = p* ((Ze o (2)€,€)* +(Im o (2)€, €)°)
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and then, keeping in mind (5.2), we may write =3 = Z5 = =, where = is
given by (5.6).

Moreover

(l({l),g)-'—d(ﬁﬁ,g) > d(m,f)—a(z,f)
C(£7£) —b(it,f) - C($,£)+b(x7§)
and then 9 satisfies all of the inequalities in (5.10) if and only if

arccot ((e;g;gfr m) — 7 < 9 < arccot <?ss§éq:) W) (5.11)

A direct computation shows that

d(z.§) —a(z.§) 2vp—1  p° 1
c@,&) +b@,&)  p-2  [p—22vp—T+[p—2A(z,)’
a(z, &) +d(x,§) _2vp—1 n p? 1
co(z,§) — b(z,§) lp=2] " Ip—22vp—1—|p—2|A(z,§)

where

(Im o (x)§,§)
Az, &) = ———220
8= e (016, ©
Hence condition (5.11) is satisfied if and only if (5.7) holds.
If p =2, (5.8) is simply
(Ze of (x)€,€) cosV — (Im of (2)€,&) sind) = 0
and the result follows directly from Lemma 5.1.

In the next Corollary {2 is a boudned domain satisfying the same smooth-
ness assumption as in Section 2.4 (see p.49).

Corollary 5.3. Let a;; belong to C1(£2) and let the matriz of be symmetric.
Let us suppose that the operator (5.1) is LP-dissipative. The operator zA is
LP-dissipative if and only if (5.7) holds.

Proof. In view of Theorem 2.20, the operator zA is LP-dissipative if and only
if the form z ¥ is LP-dissipative. The result follows from Theorem 5.2.

Remark 5.4. If o7 is a real matrix, then A; = A3 = 0 and the angle of dissi-
pativity does not depend on the operator. In fact we have

2yp—1 P’ __Ip—2
lp—2[  2vp—Tp—2| 2vp—1
and Theorem 5.2 shows that zA is dissipative if and only if

arccot ,M — 7 < arg z < arccot u ,
2v/p—1 2¢/p—1

i.e.

|arg z| < arctan <

z\/m) |

lp — 2|
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5.2 The angle of dissipativity of the system
Bh(g{h(w)ahu)

In this Section we find the precise angle of dissipativity for the form & related
to operator (4.50) with complex coefficients.

We first consider the ordinary differential operator (4.13) where o7 (z) is
a matrix whose elements are complex locally integrable functions. Define the
functions

Pz, \w) = Ze{ad A\, \) — (1 — 2/p)2,%’e(ﬂ w, w)(%e()\,w>)2
—(1=2/p)Ze({ef w,\) — (o \,w)) Be(\,w);
(5.12)
Qx, N\, w) = Im{ag \, A\ — (1 —2/p)? I (ot w,w)(Re(\,w))?
—(1=2/p) Im({of w,\) — (I N\, w)) Ze(\,w)

and denote by = the set
Z={(z,\w) € (a,b) x C™ x C™ | |w| =1, P*(x,\,w) + Q*(x, \,w) > 0}.
By adopting the conventions introduced in Lemma 5.1, we have

Theorem 5.5. Let ¥ be LP-dissipative. The form z ¥ is LP-dissipative if
and only if
J_ <argz <94

where

¥_ = arccot ( essinf (Q(z, A,w)/P(x,A,w))) -,

(z, A\ w)EE

(z,\w)eZ

¥4 = arccot ( ess sup (Q(x,A,w)/P(x,A,w))) .

Proof. In view of Theorem 4.4 the form e’ & is LP-dissipative if and only if

Rele” of M\, A) — (1 —2/p)? Rele of w,w)(Re(\,w))?

,(1 — 2/]3) %e(@w dw,)\> _ <6i19 JZ%A,W>)%€<A,UJ> >0 (513)

for almost every z € (a,b) and for any A\,w € C™, |w| = 1.
By means of the functions P(x, \,w) and Q(z, A\,w) introduced in (5.12),
we can write (5.13) in the form

P(z,\,w) cos® — Q(z, A\,w) sind > 0.
Lemma 5.1 gives the result.

Let now A and % denote the partial differential operator (4.50) and the
related form, respectively. We have
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Theorem 5.6. Let ¥ be LP-dissipative. The form z ¥ is LP-dissipative if
and only if 9_ < argz < 94, where

Y9_ = max arccot( ess inf (Qh(x,)\,w)/Ph(;v,)\,w))> -,

h=1,...,n (z,\w)EER

h=1,..., T A W)EER

Y4 = min arccot( €ss sup (Qh(z,/\,w)/Ph(x,)\,w))>,
" (

and

Pz, \w) = %e(g{h(z)/\, A)—(1- 2/p)2%e<ﬂh(x)w,w>(%e</\,w>)2
—(1=2/p) Ze({"(x)w, \) — (7" (x)\, W) Ze(\,w),

Qnla, \w) = Imla™ (@A) — (1 - 2/p)* Im{er™ (@), w) (Be(r,w))?
—(1—2/p) (e @), ) — (" @)\ w)) Be(h,w),

(1]

h =
{(z,\w) € 2xC" x C™ | [w] =1, Pi(z,\w)+ Qj(x,\,w) > 0}.

Proof. By Theorem 4.20, the operator 'Y A is LP-dissipative if and only if

Rele” M)\ N) — (1 = 2/p)? Rele™ o (x)w,w)(Re(\, w))?

—(1—2/p) Ze((e® o™ (2)w, \) — (e 7" (2)\,w)) Be(A,w) >0 (5.14)

for almost every x € 2 and for any \,w € C™, |w| =1, h=1,...,n.
As in the proof of Theorems 5.5, conditions (5.14) mean ™ <Y< 19511),
where

9™ = arccot (( essinf (Qh(x,/\,w)/Ph(x,)\,w))> -,

z,\,w)EE

195:1) = arccot < esssup (Qn(z, A\, w)/Pp(x, )‘7‘*1))) )

(z,\,w)EER

and the result follows.

5.3 Comments to Chapter 5

The results contained in this Chapter are taken from Cialdea and Maz’ya [9].

The fact that, for a real matrix, the angle of dissipativity does not depend
on the operator (see Remark 5.4) is well known (see, e.g., Fattorini [23, 24],
Okazawa [74]). See also Stein [85], where many years ago a (smaller) angle
of dissipativity was used to prove the analiticity of semigroups generated by
linear elliptic differential operators. .
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Higher order differential operators in LP

In previous sections we have found conditions for the LP-dissipativity of second
order scalar equations and systems. One can ask whether these results hold for
higher order operators. In this chapter it is proved that the answer is negative.

In section 6.1 some counterexamples in dimension one are constructed.
They are extended to the multi-dimensional case in section 6.2.

By means of these counterxamples, in section 6.3 it is shown that there
are no LP-dissipative operators of higher order for p # 2.

However there are some positive results when the operator is given on the
cone of nonnegative functions. Then for a class of operators of fourth order
we have LP-dissipativity for 3/2 < p < 3 (see Section 6.4).

6.1 Some Counterexamples in Dimension One

In order to study the dissipativity of higher order operators, we need to estabil-
ish at first necessary and sufficient conditions under which the one-dimensional
integral

/’U(k)|’U|p_1 sgnv dx

preserves sign as v ranges over real-valued elements of C3°(R). We will also
consider the same integral for functions ranging over the more narrow class
(C5°(R)) ™. The proof of these necessary and sufficient conditions hinges on
some counterexamples which will be given in the next lemmas.

Lemma 6.1. Let k > 2, let I be a nonempty open interval and suppose that
the function v : R — R is infinitely differentiable on I, v|; >0, v®)|; =0 and
(vP~1)*) s nonzero at some point in 1. Then there exist functions vi and
va, infinitely differentiable and nonnegative on I, such that supp(v — v1) U
supp(v —v2) C I and

/Iv§k)vf_l dr <0, /Ivék)vg_l dz > 0.
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Proof. Since (v?~1)*) is continuous and not identically zero on I, there is a
nonzero function ¢ € (C§°(R))t with supp ¢ C T such that (vP~)®*) is either
positive or negative on the support of ¢. Define the function f by

o) = /I (v + e0)® (0 + 2p)P~L da

Then f is well-defined on a small neighborhood of 0, is infinitely differentiable
there and fulfills f(0) = 0.
Since v®)|; = 0, it follows that

f'e) = /I‘P(k) (v+ep)’ ™ do + (p—1)e /I oW (v + )2 da,

f/(O) = /(p(k)’l}p_l dr = (_1>k/(p(vp—1)(k) dx.
I

I

Hence, by our choice of ¢, f/(0) # 0 so for some small &1 and e with different
signs, the desired functions can be given by v; = v+ &;p, i = 1, 2.

Lemma 6.2. Let p > 1 and k > 2, and suppose that v € C*(R), v > 0,
(P~ ®E) =0 and v™®) is nonzero at some point. If v®vP~t € LY(R) and

/v(k)vpfl dr =0,

there exist functions vi and va, infinitely differentiable and nonnegative, such
that supp(v — v;) is compact (i =1,2) and

/vgk)vf_l dr <0, /Uék)vg_l dz > 0.

Proof. Choose a nonzero function ¢ € (C§°(R))* such that v(*) is either
positive or negative on the support of ¢ and define as above, for small ¢, the
differentiable function f by

fe) = / (v +e0)®) (v + ep)P ! da.
By hypothesis, f(0) = 0, and also
f'(e) = / o™ (v +ep)PHdr + (p— 1) / (v + e0) (v + ep)P 2 du,
£(0) = (-1)k / (P HF dy + (p— 1) /apv<k>v1’*2 dz.

Since the first integral in the expression for f/(0) vanishes and the second is
nonzero by our choice of ¢, f'(0) is nonzero. As in the proof of Lemma 6.1,
the existence of the desired functions v; and v9 now follows.
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Lemma 6.3. If p > 1, p# 2 and k > 3 is odd, then the integral

/v(k)vpfl dz (6.1)

does not preserve sign as v ranges over (C§°(R))™.

Proof. That the integral (6.1) can not preserve sign over (C§°(R))™ un-
less it is identically zero, follows directly by observing that the substitution
u(x) = v(—x) changes the sign of (6.1) since k is odd. To see that (6.1) is not
identically zero, take a v € (C§°(R))™ whose restriction to the interval [1, 2] is
x> xif p < 2 and z +— 2F~1 otherwise. If p # 2, the assumptions of Lemma
6.1 are clearly satisfied with I = (1,2), so let v; be as in the conclusion of the
lemma. We get

2
/v(k)vp_l dr = /v%k)v’ffl dx—/ vgk)vf71 dx
1

and since the last term is nonzero, (6.1) is not identically zero.

Lemma 6.4. Let k > 6 be even and suppose that p > 1, p # 2. Then the

integral
/ v® P~ dy

assumes both negative and positive values as v ranges over (C§°(R))*.

Proof. We treat the case p > 2 first. Let u € C*°(R) be defined by
u(z) = (1+2H)YP"Y g eR.

An induction argument applied to the terms of u{) gives the estimate

W (z)| < Clz|>/@ D 2| > 1, j=0,...,k (6.2)

k)

so uyuP~1 is an L'-function. Repeated integration by parts implies that

)
w

/w u® P dy — [u(kq)up—l — a2 (1Y gy (k) (upfl)//]w

where, by (6.2), the right-hand side tends to zero as w tends to infinity, so we
can apply Lemma 6.2 to the function u. Denote the resulting two functions
by u; and us. Choose an even function ¢ € C§°(R) that satisfies 0 < ¢ < 1,
supp¢ C (—2,2) and is identically 1 on a neighborhood of [—1,1]. Choose
i € {0,1} and define for w > 2 the functions v,, € (C§°(R))™ by

V() = ui(2)p(z/w), z € R.

With C being a generic constant not depending on w, it follows by (6.2) that

vb(uk) is estimated as
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k
0 (@) = D aul? (@)w’ ") (2 /w)
7=0
< Cw? P~k | < 2w (6.3)

for w large enough. We have for all large w
w 2w
/v&k)vffldz = / ugk)uffldz+2/ v&k)vffldz,

where, using (6.3), the modulus of the second integral on the right-hand side
is majorized by

2w
/ Cw¥ P 0=k2 g = O/ P~ +3-k,

This tends to zero as w tends to infinity since the hypothesis implies that the
exponent in the right-hand side is less than —1. Hence, we conclude that

w—r00

lim [ oMot de = /ugk)uf_l dx

and since v, € (C§°(R))™ for each w and the sign of the right-hand side can
be chosen arbitrarily, we are done with the case p > 2.

Suppose that 1 < ¢ < 2 and let p be the conjugate exponent to ¢g. Then
p > 2 so let u, u; and ¢ be as above and define, for some i € {1,2}, the
functions v, € (C§°(R))™T for w > 2 by

volw) = (@)b(o/w), @ € R.
It is easily verified that
vy (z) < Ca?, | (2)] < Cw?F, w < |z] < 2w,

and we have, observing that (p —1)(¢ — 1) =1,

2w

[otugtan = [ ude sz [ tan 6

Using the estimates of v,, and vf,k) above, we see that the second integral on
the right in (6.4) is majorized by Cw?¥T1=F 50 it tends to zero as w — oo
since k > 6. Integrating the first term on the right-hand side of (6.4) by parts,
the equality

/(uffl)(k)uidx:/ ugk)uf71d$

—w —w

n [_u(k—?)) (@1 4 B2 (p1y — yk=Dyp 1 “’

—w
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is obtained. The last term tends to zero as w — oo due to (6.2) so, by letting
w — 00 in (6.4), it follows that

lim [ v®pi~tde = /ugk)uf*1 dx,

w
w00

showing that the integral given in the statement of the lemma can be both
negative and positive as v ranges over (C5°(R))™.

Lemma 6.5. Suppose that 1 < p < % or p > 3. Then the integral

/v(4)vp_1 dx

assumes both negative and positive values as v ranges over (C§°(R))™.

Proof. Suppose that p > 3 and define the function v on R by

u(r) = (1 — )Xo 1y (2),

where X[g 1] is the characteristic function of the set [0, 1]. It is straightforward
to verify that u fulfills the requirements of Lemma 6.1 with I = (0,1) and
k = 4 so let u; and us be the two functions corresponding to u. Let ¢ be a
mollifier that is even and define for € > 0

oo (z) = Mp(e 7 a), z € R

From now on, let C' be a generic constant not depending on . We have the
following estimate:

P9 (@) < CeT T wEeR, j=0,....4 (6:5)

Choose i € {1,2} and set v. = u; * p.. Then v, is a regularization of u; and
it is well-known, see for instance Hormander [36], that this implies that for
each fixed j € N, véj ) tends to u§-j ) uniformly on compact subsets of (0,1) as
e — 0+ and that each v. belongs to (C§°(R))*. We now proceed by choosing
n > 0 such that supp(u — u;) C (9,1 — 7). Since u(x) = u(l — x) and ¢, is
even, it follows that v.(z) = v.(1 — z) and we get, with € small enough,

n 1-=n
/1}§4)U§71 dr = 2/ U£4)U§71 dr + / U£4)U§71 dz, (6.6)
—n n

where the last term, by our remark on uniform convergence above, tends to

1—n 1
/ uH P g = / WP~ dy
n 0

as ¢ tends to zero. The final step is to show that the first term in the right-hand
side of (6.6) tends to zero as € — 0+. Note that u = u; on a neighborhood of
[—n, n]. Hence, using (6.5) and letting € be small enough, it follows that
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09 ()] = ] [ e = ety

< Cee ™7 dy =20e"9, || <e, j=0,...,4 (6.7)

—€

and that v§4)(x) =0 for ¢ < |z| < 7, so we arrive at
n €
‘/ pWypt dx‘ < Ce 3PV dy = 20eP73,
—n e
which tends to zero as € tends to zero. Thus, taking limits in the expression
(6.6), we finally obtain

e—0+

1
lim 054)1)571 dr = / u§4)uf_l dz
0

and since the right-hand side is negative for ¢ = 1 and positive for ¢ = 2, the
result follows for p > 3.

Suppose that 1 < ¢ < % and let, as in the proof of the previous lemma, p
be the conjugate exponent to g. It follows that p > 3, so let u; and n be as
defined above. Choose i € {1,2} and define for all small ¢ > 0 the functions
w. € (C°(R))T by w, = u?~' % .. For j =0,...,4, we immediately get

g
| o= el dy < 0o, e <2
WP (@) < {7 <
Clz—y)P " o(y)dy < Cra?™' 77, 2e <w <,

—€

implying that the functions w§4)wg_1 are majorized by the L'(R)-function

v X1y (@) (L |27~ + |z = 1770, @ ¢ {0, 1},
Furthermore, w§4)wg_1 tends to (uf _1)(4)ui almost everywhere, the excep-
tional set being {0, 1}, so a direct application of Lebesgue’s dominated con-
vergence theorem gives

e—0+ g

1 1
lim w£4)wg_1 dx = / (ufﬁl)(‘*)ui der = / u(4)uf71 dz,
0 0

where the second equality follows by integrating by parts, having in mind that
u; is equal to w on two neighborhoods of 0 and 1. The sign of the right-hand
side can, by construction of u;, be chosen arbitrarily by choosing ¢, and we
are done.

Lemma 6.6. If % <p <3, p+#2, the integral

/0(4) lv[P~! sgn v dx

changes sign as v ranges over real-valued elements of C§°(R).
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Proof. Suppose that p > 2 and let the function u be defined as in the proof
of Lemma 6.5:
u(z) =2z(1 — x)X[OJ] (z), z € R.

As before, Lemma 6.1 guarantees the existence of two functions u; and wus
with properties stated in the same lemma. Choose the constant n € (0,1/4)
so that supp(u — u;) C (9,1 —n) and let h be a nonnegative function which
is infinitely differentiable on (0, 00), coincides with u on [0,2n] and fulfills
supph C [0,1 — 27]. Let ¢ € {1,2} and define the constants

1 1

A= / WP~V de, 0B = / hD P g,
0 0

choose ¢ € N so that ¢|A| > 2|B| and let the function v be given by

—
v(xz) = —h(—2x) + Z(—l)jui(a: — )+ (=D h(z—¢), z€R.

=0

[

Let . be defined exactly as in the proof of Lemma 6.5 and set v, = v * .
and h. = h * .. For € small enough, we have

n
f o v P sgnv. do = (¢ +1) / ol ve [P~ sgn v da
-n

1—-n 1
+e / @1 dg 42 / RO R g, (6.8)
n n

where as before, the second integral on the right tends to

1-n 1
/ v WPl dy = / u£4)uf_1 dx
" 0

as € tends to zero due to the uniform convergence of v. and its derivatives
on [n,1 —n]. The same can be said about h. and its derivatives, so the third
integral on the right-hand side of (6.8) tends to

1
/ R Pt gy
0

as € — 0+. Now consider the first term on the right-hand side of (6.8). Simi-
larly as in (6.7), it follows easily that |v.(z)| < 2 if |z| < €. Let § denote the
Dirac distribution ¢ + ¢(0). If € is small enough, a straightforward calcula-
tion together with (6.5) gives

”(4)‘(—77777) = —4d,
[ (2)] = 4|¢L(2)] < Ce™X(_e ey (@), |a| <.

Hence
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n 154
‘/ v® | [P sgn v, dz| < / Ce 2P~V dx = 20772,
-7

—€

which tends to zero as € — 0+, so we can finally deduce that

lim [ v®|v. P~  sgno. dz = (A + 2B.
e—=0+
But the right-hand side is by construction negative if ¢ = 1 and positive if
i = 2, so since v, € C§°(R) for every e, the claim of the lemma is proven for
p> 2.
Now suppose that % < ¢ < 2 and let p be the conjugate exponent to g.
Then p € (2, 3] so let u, u; and n be as above. Integration by parts gives

1—n 1—p 1—pn
/ u;’(uf_l)” de — [u//(up—l)/ _u(S)up—l] +/ uz('4)uli)_1 da
Iz H Iz
1
= O(u"~?) +/ u§4)uf_1 dz, 0 < p <. (6.9)
0

Choose i € (0,7) such that, for ¢ = 1,2, the integral on the left-hand side has
the same sign as the integral on the right. Let p be a polynomial of degree one
which joins «P~! in a Cl-manner at u, let a € R fulfill p(a) = 0 and define for
1 = 1,2 the functions g; on R by

-1
i (

Uu; x)7/1’<x<1_/1*7
x), a<xT< i,
gi(x) = 4 P(@) 7
p(l—z),l—p<z<l-—a,
0, otherwise.

To simplify notation, let f; be ¢; composed with an affine transformation
that maps a to 0 and 1 — a to 1. Redefine h as to satisfy the properties
supph = [0,1], hl2) € C>(0,2), h = 0 and hljo,x) = filjo,n), where A > 0 is
so small that f; is linear on [0, A]. Let ¢ € {0,1} and, as with v above, set w
to

=

—
w(z) = —h(=z) + Z(*l)jﬁ(w =)+ (D)~ 0), xR,

where ¢ will be chosen later, and define w. = f; *x ¢, for € > 0. If ¢ is small
enough it follows that

1 2
/w£4)\wa|q_1 sgnwe dr = E/ w! (wd™)" dw + 2 N h{hi~" dz,  (6.10)
0 2

since there are two neighborhoods of 0 and 1 where w! is identically zero for all
small . By the same reason, and since f;’ only has finitely many jump discon-
tinuities, w?(w?=1)" is uniformly bounded with respect to . But w” (w?=1)"
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converges almost everywhere to f/'( fiq_l)” on [0,1] and hff)hg*l converges
uniformly to h®h9=1 on [\/2,2] as € — 0+ so the dominated convergence
theorem applied to (6.10) implies that

1 1
lim [ w®]w]?" ! sgnw, dx:/ f;’(ff—l)”da:+2/ A RI dy
0 0

e—0+ - (611)
= J/ (u? ™M) ! da:+2/h(4)hq71 dz,
m

where J is a positive constant resulting from the affine transformation. By
the choice of i above, ¢ can now be chosen sufficiently large that the sign of
the right-hand side of (6.11) coincides with the sign of the left-hand side of
(6.9) and the proof is complete.

Lemma 6.7. If k > 3, the integral

/v(k) sgn v dx

changes sign as v ranges over the real-valued elements of C3°(R).

Proof. Let f € (C°(R))" and set v(z) = xf(x) on R. Then

0

[osgmvae = [ £ wpo)]” - [ @)

= =2(k - 1)f*2(0),
which can be made to attain arbitrary sign by a suitable choice of f.

We are now in a position to give the aforementioned necessary and suffi-
cient conditions.

Theorem 6.8. Let k € N and p € [1,00). The integral

/v(k)|v|p_1sgnvda: (6.12)
preserves sign as v ranges over real-valued elements of C5°(R) if and only if
p=2orke{01,2}.

Proof. The necessity of the stated conditions follows immediately from the
counterexamples in Lemmas 6.3 — 6.7 so we have only to prove sufficiency.
In the rest of the proof, let v be an arbitrary real-valued C§°(R)-function. If
p = 2 we obtain, by integrating by parts,

- / v de, k odd,
/U(k)v dx =
(—1)k/2 /(1)(’“/2))2 dz, k even,
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which shows that (6.12) preserves sign since the integral vanishes for odd &
and the right-hand side has a nonnegative integrand for even k. The case k = 0
is trivial and the case k = 1 follows by observing that the function p~!|v|P is
absolutely continuous with derivative v’|v[P~! sgn v almost everywhere. Thus,
the integral (6.12) is zero. The only remaining case to investigate is k = 2.
Let £ > 0 and consider the equalities

/U”(U2 +5)p/2_1v dx
= _/(’U/)Q(’UQ +E)p/2—1 dr — (p_ 2)/(1”}/)2(,02 +€)p/2—2 dx
T /(<p — 1)0? + &) (v)2(v? + €)?/* 2 da,

obtained by integration by parts and a simple rearrangement. The integrand
in the left-hand side is uniformly bounded with respect to €, so an application
of Lebesgue’s dominated convergence theorem implies that the first integral
converges to (6.12) as € — 0+. Since the right-hand side is nonpositive for
every € > 0, the theorem is proved.

Theorem 6.9. Let k € N and p € (1,00). The integral

/v(k)vp_l dx (6.13)
preserves sign as v ranges over (C§°(R))™ if and only if p =2 or k € {0,1,2}
ork:4and%<p<3,

Proof. That the stated conditions are necessary follows from Lemmas 6.3, 6.4
and 6.5. For sufficiency, Theorem 6.8 covers the cases p = 2 or k € {0,1,2},
so the remaining case is when k = 4 and 2 < p < 3. Let v € (C°(R))™ be
arbitrary and define for every € > 0 the function v. = v 4 €. We have

/0(4)0571 dzx =

(6.14)
(p—1) /(u”)%g—Q dz + (p—1)(p—2) /(v')zv”vé’_3 dz,
obtained by integrating by parts twice. By dominated convergence, the left-
hand side tends to the integral (6.13) as ¢ tends to zero, so it is enough to show
that the right-hand side of (6.14) is nonnegative for each € in order to show

that (6.13) is nonnegative. The first term on the right is clearly nonnegative,
so let us examine the second term:

/ (W20 623 dz = (3 — p) / (W'Y dg — 2 / ()20 623 da
%(3 ) / (0 YAur 1 da. (6.15)
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Substituting (6.15) into (6.14), the nonnegativity immediately follows if 2 <
p <3 If % < p < 2, we estimate the integrals in (6.15) by using the Cauchy-
Schwarz inequality:

/(v’)41}§’74 dr = T 3 /(v”vfﬂfl)((v’)%é’ﬂ*% dx
-D

3 1/2 1/2
< Fy (/(v”)zvg’z dm) (/(v/)4v§4 dx) .
-p

9
N4, p—4 < 1N2, p—2
/(U)’Ua dx\4(3—p)2/(v)vs dz,

which, together with (6.15) and (6.14), finally gives

/0(4)1}5*1 dx 2 (p B ;)(217 — 3) /(0/1)2’1}572 dz.
-bp

This implies that

This clearly shows that the right-hand side is nonnegative if % < p<2and
completes the proof.

6.2 The Multi-dimensional Case

We will now turn our attention to the multi-dimensional extension of the
results above and we will therefore study expressions of the form

%’e/ (Pu)|ulP~ 2T d.,, (6.16)
Q

where 2 C R™ is open, 1 < p < oo and u € C§°(§2). In the case p = 1, the
expression |u| 1% is interpreted as being zero where u is zero. The operator
P is a linear partial differential operator; writing

P= )" a,0", (6.17)
la|<k
we will require that all of the coefficient functions a, are elements of L{ _(§2)
in order for expression (6.16) to make sense. With coefficients belonging to
this function class, P is of order k if (6.17) holds and at least one of the
functions in {aa}w:k is nonzero on a set of positive measure.

The two main results are Theorems 6.12 and 6.13, where necessary con-
ditions on the order of P are given in order for (6.16) to preserve sign as u
ranges over C§°(£2) and (C§°(£2))*, respectively. To that end, some prelimi-
nary lemmas are needed.
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Lemma 6.10. Any linear partial differential operator P of order k defined
on an open nonempty set 2 C R™ can by a linear transformation T be trans-
formed into
Qy:0) = b(y)r + Y bal(y)0”
lal<k
a1<k

where b,b, € Li (T(£2)) for |a] < k and b is nonzero on a set of positive

loc
measure.

Proof. Let P be given by

P(2,0,) = > aa(x)0s. (6.18)

|l <k

Since almost every point of 2 is a Lebesgue point of all functions in {aq }ja|=
and at least one of the functions is nonzero, one of the points, say zg € {2,
can be chosen such that ag(zg) # 0 for some § of order k. Now consider the
multivariate polynomial

£ ) aa(z)€”, £ ER™, (6.19)

la|=k

where now at least one of the coefficients is nonzero. Therefore, we can find
a & € R™ such that the polynomial (6.19) is nonzero at £. Since the mapping
(6.19) is continuous, the choice of £ = (&1, ...,&,) can be made so that all the
coordinates {¢;} are nonzero. Now define a linear transformation T : R™ — R"
by

n

Y = ng‘rea ]: 13"'3“5
l=j

Tr =y.

The determinant of the transformation equals & ---&, and hence, by our
choice of £, T is an adxissible change of coordinates. We get

Op; = &0y, +---+0y,), j=1,...,n,
0y =&+ > capd) (6.20)

1BI<]a|

B1<]al
for any multi-index «, where {c,, g} are suitably chosen constants. Substitut-
ing (6.20) into (6.18) we obtain, with f € C*°(T(£2)),

Ple,8,)(f o T)(x) = (Z aa<x>«sa)<a;f><Tx>+ S e (@)(@)(Tx)
la|=k || <k
e (6.21)
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for some Li _(£2)-functions {c,}. Define the functions b and b, on T(£2) by

loc

b= Z (aq 0 T71)E, 0by = cq 0 T
la|=k

Then (6.21) becomes
Pz, 0)(foT)(x) = (Q(Tx,0)f)(Tx), x € 2,

with @ as in the statement of the lemma. By our choice of £ and zg, bo T is
nonzero on a set of positive measure and since 7T is linear and nondegenerate,
it follows that b is nonzero.

Lemma 6.11. If k>3 and r > —%, r # 0, there are real-valued functions vy
and ve, both belonging to C§°(R), such that

/{ . (ng)’llg - vlvék))(v% +v3)" dxy (6.22)
vl—i-v

1S nonzero.

Proof. Given vy and then choosing vy € C§°(R) such that vy is constant, say
vy = w > 0, on the support of vy, the integral (6.22) reduces to

w/vgk)(varwz)r dzy.

Setting € = w™'/2, it is therefore enough to show that for some v € C§°(R),

the function f defined by

fle) = /v(k)(l +e0?)" day

is nonzero for some £ > 0. This follows by observing that f is well-defined in
a small neighborhood of the origin and differentiable there with

1(0) = r/v(k)UQ dxy,

which can be made nonzero by Theorem 6.9 for some v € (C5°(R)) ™" if k # 4.
If kK =4, it follows by integrating by parts that

f(0)= /21"11"((1/)2 +ovv")dxy = 27‘/1}(1}”)2 dxy,

which of course is nonzero if v is nonzero. Thus, for some small positive ¢,

f(g) # 0 and we are done.
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Theorem 6.12. Suppose that p € [1,00), p # 2 and that P is a linear partial
differential operator defined on an open nonempty set 2 C R™. If

%e/ (Pu)|ulP~?u da,, (6.23)
2

does not change sign as u ranges over C§°(§2), then P is of order 0, 1 or 2.

Proof. The idea of the proof is to scale the coordinates around a Lebesgue
point in order to reduce the problem to the one-dimensional case with constant
coefficients.

Let @ be the operator given by Lemma 6.10 and let T" be the linear trans-
formation that takes P into ). Since, with det T’ denoting the Jacobian of
T,

/ (Qu)|ulP~2 dar, = |det T'| / P(uoT)uoTP~2us T dz,,
() o

it follows that the assumptions of the theorem hold if and only if the same
assumptions hold with P and {2 replaced by @ and T'({2), respectively. We
can therefore, without loss of generality, assume that P is of the form

Pa,0) = ba)0k + 3 ba(2)0?,
acJ
J={aeN":|of <k a <k}

We will now assume that & > 3 and show that the integral in the hypothesis
does not preserve sign. Since b is nonzero, there is a function ¢ € (C§°(£2))*
such that

/ bP dx,, # 0.
]

This is a well-known fact if p = 1, see e.g. Hormander [36, Th. 1.2.5], but the
proof holds with obvious modifications for any p > 1. Extend b and ¢ by zero
outside of {2 and define the function a on R by

a(xy) = /b(x1,~)<pp(x1,~)dxn_1. (6.24)

Since the integrand above belongs to L!(R™), the Fubini Theorem implies

that a € L'(R) and that
/adxl :/ bP dx.y,,
o)

S0 a is nonzero by our choice of p. Hence, there exists a Lebesgue point y € R
of a with ag = a(y) # 0. Write ag as agp = a1 + iag where a; and as are real
numbers. We will divide the rest of the proof into two parts — one where we
assume that a; = 0 and one where a; is assumed to be nonzero.
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Suppose that a; = 0 and consequently that as # 0. Let v; and vy be the
two functions given by Lemma 6.11 with » = p/2 — 1 and define for w > 1 the

functions w,, € C§°(R), u, € C§°(£2) and the sets K, by
Wy (t) = (v1 +ive)(y + wt), t € R, (6.25)
Uy (1) = wy,(z1)e(x), x = (21,...,2,) € £2, (6.26)
K, =suppy N ([-B/w, B/w] x R"™1), (6.27)

where B has been chosen so that suppw; C (—B, B). With these definitions,
[0%uy, (z)] < Cw™ Xk, (x), |a] <k, x € 02, (6.28)

where X, is the characteristic function of the set K, and C is a constant
not depending on w. Now consider the equalities

%’e/ (Puy,)|u|P~ %, dx,
19,
= %’e/ b(z) P (2)w® (1) |we (1) |P~ %W, (21) dz + e Hy (w)
19,
= Ze / awSJk)|ww\p—2Ew dxy + Ze Hy(w)
= a2wk71/ (’U%k)’Ug — vlvék))(vf + v%)p/%l dxy
{vf+v3#0}

+ %e Hy(w) + Ze Hay(w). (6.29)

Here we have made use of (6.24) together with an application of the Fubini
Theorem in the second equality. The functions H; and Hy are defined by

Hy(w) = / Z ba0%uy, |y, |P~ 2Ty, day,
2

acJ

k—1 )
x)eud) (xy 17j uo|P 1, ) (z) de,
+/Q;Ob<>m<><<a &)=, (2) d

Hy(w) = /(a — ap)w® |w,|P 2w, dx;.

These functions can be estimated using (7.5) to obtain:

wl_k‘Hl(W)l < C(Z ||bo¢XKw ||L1(Q) + ||bXKW ||L1(Q)) , (6.30)
aed
B/w
WF Hay(w)| < C’w/ la(y +t) — a(y)| dt. (6.31)
—B/w

The collection {bXg_}w>1 is majorized by the L!(§2)-function |[bXk,| and
bX i, tends to zero almost everywhere as w — 0o. For each fixed multi-index
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«, the same can be said about the collection {ba Xk, }w>1 and |bo Xk, |, so by
Lebesgue’s theorem of dominated convergence, the right-hand side of (6.30)
tends to zero as w — oo. Since y is a Lebesgue point of a, the right-hand side
of (6.31) also tends to zero as w — oo and by using these limits together with
(6.29), we obtain

lim w'™* %e/ (Puy,)|u|P %0, dx,
2

w—r00
= ag/ (v:(lk)vg - vlvék))(vf + v2)P/271 gy (6.32)
{v?+v35£0}

By construction, the right-hand side is nonzero. But the integrand on the right
is antisymmetric with respect to v; and vy so by changing places of v; and vy
in the definition (6.25), the right-hand side of (6.32) changes sign. This proves
that (6.23) can not preserve sign over C5°(f2) and we are done with the first
part.

Assume instead that ay is nonzero. Let v € C§°(R) be real-valued and
define the functions w,, for w > 1 by

wy(t) =v(y +wt), t €R. (6.33)
Letting u,, and K, be defined by (6.26) and (6.27), respectively, we immedi-
ately see that (7.5) still holds. We get as above
%’e/ (Puy,)|u|P~ %, dz,
I7)
=k lay /v(k)|v\p_1 sgnvdxy + Ze Hy(w) + Ze Ha(w),

where H; and H are as previously defined, still fulfilling the estimates (6.30)
and (6.31), respectively. Passing to the limit, it therefore follows that

lim w'™* 3?6/ (Puy,)|ue|P 1, dx,
9]

w—00
= al/v(k)|v|p_1sgnvd9€1. (6.34)

But from Theorem 6.8 it follows that the right-hand side can assume arbitrary
sign by choosing v properly since k > 3. Hence, (6.23) can not preserve sign
over C§°(12).

Theorem 6.13. Suppose that p € (1,00), p # 2 and that P is a linear partial
differential operator with real-valued coefficient functions, defined on an open
nonempty set 2 C R™. Assume that

/ (Pu)u?~* da,,
Q

does not change sign as u ranges over (C§°(£2))". Then either P is of order
0, 1 or 2, or P is of order 4 and % <p<3.



6.3 Absence of LP-dissipativity for higher order operators 161

Proof. This is proved in exactly the same way as in the second part of the
proof of Theorem 6.12. Just note that the definitions (6.33) and (6.26) imply
that u, € (C§°(£2))" for every w if v € (C§°(R))" and that (6.34) now
reduces to
lim wlfk/ (Pu@uﬁf1 dx, = al/v(k)vpfl dxy.

Q

w—r 00

The result now follows from Theorem 6.9.

6.3 Absence of LP-dissipativity for higher order
operators

Dissipativity is a necessary condition for an operator to generate a contraction
semigroup. Hence, the dissipativity criterion together with Theorem 6.12 will
lead us to one of the main objectives of this paper. We formulate the result
for partial differential operators acting on vector-valued functions.

Let, as in previous subsection, the differential operator P be given by

P= " a0, (6.35)

|| <k

where the coefficients a,, now are allowed to be N x N-matrices with entries
belonging to L (£2) for some positive integer N. The order of P is k if at
least one of the matrices in {aq }|o|=% has an entry which is nonzero on a set
of positive measure.

For differential operators of this form, we now state the following theorem.

Theorem 6.14. If 2 C R"™ is open and 1 < p < 0o, p # 2, no linear partial
differential operator of order higher than two which contains (C§°(£2))N in its
domain of definition can generate a contraction semigroup on (LP(£2))N.

Proof. Suppose that the operator P generates a contraction semigroup on
(LP(£2))Y and that it is written as in (6.35). Let ag be a matrix in {aq }|a|=k
which has a nonvanishing element. Then there is some ¢ € CVN with |c| = 1
such that (agc, ¢) is nonzero on a set of positive measure.

Define the partial differential operator @ on C§°(f2) by

Qu = (P(uc),c) = Z (ane, c)0%u, u e CF°(12).

|| <K

By our choice of ¢, this scalar operator is still of order k. From the dissipativity
criterion it follows that

0> %’e/ (P(uc),uc)|uc|P~2 dx, = %’e/ (Qu)|u|P~?u d,,
Q 7

for all u € C§°(£2). By Theorem 6.12, the order of @ is 0, 1, or 2, so since the
order of P and () are equal, the theorem is proved.
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6.4 Contractivity on the Cone of Nonnegative Functions

In applications, solutions to the Cauchy problem

s(0) =z, x € D(A), (6.36)

{S'(t) = As(t), teRY,
are sometimes known to be nonnegative functions on some interval. That is,
for each ¢ belonging to some interval, the function s(t) € LP({2) in (6.36)
is nonnegative. It is therefore natural to ask if there is an analogue to the
contractivity property of dissipative operators in this case.

In the rest of this section, let {2 be an open subset of R™ and write L"
instead of L™(£2). All L"-spaces, r € [1,00), will be real. Indices will appear
extensively in this section; the letters 4, j, k and £ are used for indices ranging
over {1,...,n}.

Lemma 6.15. Suppose that the Cauchy problem (6.36) is well-posed. If 1 <
p < 00, then

<0
t=0+

d
sl

for every s(0) € (D(A))" if and only if

/ (Au)uP~'da,, <0 (6.37)
2

for every u € (D(A))". In the case p =1, (6.37) holds for every u € (D(A))"
if

.. 1 .

liminf ¢~ ([ls(6)[ls — s(0)]l) <O (6.38)

for every s(0) € (D(A))™.

Proof. Let 1 < p < oo. Since s and the map LP — L' given by u ~ |ulP are
differentiable, the composition ¢ + |s(¢)|P, taking R* into L*, is differentiable
and the right-hand derivative at ¢ = 0 is

p(s(0))"~1s'(0).
Thus we have the relations

iy OB~ _ [ 100 = GO
t—0+ t t—0+ J o t

dz,

—p /Q §'(0)(s(0))7 ™ din = p /Q (A5(0))(5(0)) " i,

implying that the one-sided derivative of ||s(t)||, at ¢ = 0 exists and is non-
positive for all nonnegative initial data if and only if (6.37) holds on (D(A))*.
Let p = 1. Consider the relations



6.4 Contractivity on the Cone of Nonnegative Functions 163

ls@ll = sl _ [ ls()] = 5(0) s(t) — s(0)
‘ R R

%/ s’(O)dxn:/ As(0) dzy, t— 0+,
7 2

By assumption, the limes inferior of the left-hand side is nonpositive for every
5(0) € (D(A))T, showing that (6.37) is nonpositive for all v € (D(A))*.

Remark 6.16. Lemma 6.15 can also be reformulated as to be a parallel to the
result that the solutions to the Cauchy problem governed by a contraction
semigroup are norm decreasing: we obtain sufficient conditions for t — ||s(t)||,
to be nonincreasing on the interval [t1,ts] if s(¢) is a nonnegative function
for every t € [t1,t2]. Due to an example of E. B. Davies, this formulation
is not empty for all operators, i.e. there is an operator A and a function
s(t1) € (D(A))* such that s(¢) is nonnegative on some interval with ¢; as left
endpoint. In fact, it can be shown that the pair

d4
A= () @) =

give an interval [0,7T], T > 0, where s takes nonnegative values.

Theorem 6.17. Let 1 < p < o0, p # 2 and suppose that C§°(12) is a subset
of the domain D(A) of the linear partial differential operator A. Assume fur-
thermore that A has Li, (£2)-coefficients and that the Cauchy problem (6.36)
is well-posed for all nonnegative initial data in D(A). If

d

—||s(t <0

GO
for every s(0) € (D(A))™, then either A is of order 0, 1 or 2, or A is of order
4 and % <p<3.

Proof. In view of Lemma 6.15, this theorem is an immediate corollary of
Theorem 6.13.

Remark 6.18. The case p = 1 is not covered by Theorem 6.17, but we can
make the observation that if the operator

A= Z aa0%,
lal<k

having L .(§2)-coefficients and satisfying the hypotheses of Theorem 6.17,

fulfills inequality (6.38) for every s(0) € (C§°(£2))*, then

- > (-)lo%a,

lal<k
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is a positive measure in the sense of distributions. This follows by noting that
Lemma 6.15 implies that the functional

ur — [ an0%udr,, ue C§O(02)
Q

defines a positive distribution and hence, see Héormander [36], can be repre-
sented by a positive measure p on {2 through

u»—)/udu, u € Cg°(92).
7

Comparing the two different expressions for the same functional the statement
immediately follows.

Theorem 6.19. Suppose that 1 < p < oo, that 2 C R™ is open, bounded and
has C*-boundary and that the real constant coefficients {a;jxe} fulfill

Qijke = Qjkie = Qjoik
for alli,j, k and £, and also fulfill the relation

> aireire =0

1<i,5,k 0<n

for all real symmetric n x n-matrices & = [&;;]. Then
/ (aijkgaiajakagu)up_l dz, =0
0

for all nonnegative functions u € WP (Q)NWZ(2) if and only if 3<p<s.

Proof. The necessity of % < p < 3 follows immediately from Theorem 6.13.

Let X consist of all functions in C*(£2) that, together with their gradients,
vanish on the boundary of {2, and suppose that v € X ™. Denote d;u by u;,
0;0;u by u;j, ... and define the functions v. = u + € for € > 0. We have for
fixed indices 1, j, k and ¢

/ wigev? " dn = R(e) = (p - 1)/ uijruel ™ day,
“ o
= R(e)+(p - 1)/ Wijugev? 2 day,
0
-1k - 2)/ wijupuge? = den,  (6.39)
0

where the second equality follows by integration by parts and the first equality
follows from Gauss’ theorem, producing the boundary term
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R(e) = / wijpvP " e - N dS,
o
S being the (n — 1)-dimensional Lebesgue measure on 9f2, é; being the fth
unit vector and n denoting the outward unit normal on 9f2. But v. = ¢ on

the boundary and since {2 is bounded and the boundary is of class C'°°, the
surface area of 942 is finite, implying that R(¢) = O(eP~1). Furthermore,

-3 —4
/ g upuev? dr, = (3 —p)/ wu uRUevt " day,
o) Q
—/ ujkuiuw§73 dx,, —/ ujguiukvé’fg’ dx,{6.40)
o) Q

and combining this with (6.39) and permuting indices, we arrive at

f ’U,Z'jk[l)g_l dl’n + O(Ep_l) (641)
Q
—1
- pT (ijune + ujntise + wjeuip )Vl diy,
Q
—(p—2
+ % /Q(uijukuz + wjpuiug + ujeusug vl de,
p—1 _
= T (Uijng =+ UjkUsip + ujfuik)vg 2 d‘r"
Q
—1)(p—2)3—
L =D . )8 —p) /Q wit e~ den. (6.42)

Summing and letting e tend to 0, using dominated convergence, (6.42) be-
comes

“1
f @ijrotijeeut ™ day
Q

— (p — 1) lim (/ aijkguijukwg_Q dx,
(9]

e—0+

—9)(3 —
+ 7@ )3( ) / aijkguiujukugv§_4 dmn), (6.43)
Q

where the first hypothesis on the coefficients {a;;x¢} has been used in the first
integral on the right-hand side. By setting &; = wu;;, £ becomes pointwise
symmetric and hence, the second hypothesis on {a;jr¢} implies that the first
integrand on the right-hand side of (6.43) is nonnegative for every e. The same
holds for the second integrand, since defining &;; = u;u; makes £ pointwise
symmetric. Therefore, if 2 < p < 3, the whole right-hand side is nonnegative
and the theorem is proven for 2 < p<3anduc X .

Assume that % < p < 2, let Z be the space of n x n-matrices equipped with
the standard scalar product, let Y be the subspace of symmetric matrices and
define the linear operator A:Y — Z by
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Al&ij] = {Z aijk[fké]v ey
ke

We see that the hypothesis on the constants {a;;x¢} implies that A is a positive
operator on Y, that is, (A£,£)z > 0 for every £ € Y. This means that the
map (&, \) = (A&, \)z defines a (possibly degenerated) scalar product on Y,
enabling us to use the Cauchy-Schwarz inequality to get

(A&, Nz < V(A E) 2V (AN Nz, EXEY.

This makes it possible to estimate the integrals on the right-hand side of
equation (6.43) in terms of each other. Going back to (6.40), summing and
using the inequality just stated with &§; = u;; and A\ge = ugue, we have

3—p
—4 -3
5 Aot UjUpUevl ™" da,, = Qoo jURUeVE ™ dy,
Q 0

1/2 1/2
2-1, p/2—2
</( E aijké“ij“ké) ( E aijkéuiujukue) Ug/ vé’/ day,
10,

,5,k,L ,5,k,¢

1/2 1/2
—2 —4
< (/ QijleWij UV den) (/ @il Ui U UpUeVY da;n) ,
o) o)

9

—4 —2

/ @ijiletitiupuev? ™" dxy, < T QijkeWijUkeVE ™ dap,.
9] B-p?Jo

SO

Substituting this estimate into (6.43), it follows that

L (=12 -3)

-1 o 9
/ QijkeWijet?” " dxy 2> liminf | a;jeetijurev? = day,
Q Q

3— P e—0+
showing that the left-hand side is nonnegative, since the integrand on the
right, as before, is nonnegative for each e.

We have now shown that the conclusion of the theorem holds for all u €
X*. X+ being dense in (WHP(£2) N WZP(£2))*, the theorem holds for the
given function class.

Corollary 6.20. Suppose that % < p < 3 and that 2 and the coefficients of
the operator
A = —a;100i 51,

with domain W4’p(Q)ﬂWO2’p(Q), fulfill the hypotheses of Theorem 6.19. Then
any differentiable solution s of the Cauchy problem (6.36) with nonnegative
initial value s(0) € D(A) fulfills

d
Sl <o.

t=0+
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Proof. This follows directly by combining the sufficiency part of Lemma 6.15
with Theorem 6.19.

Ezample 6.21. The biharmonic operator A% =3 ; 0;;0;; meets the condition
on the coefficients in Theorem 6.19: write A? as

/ —1/ 7 / ’ 2
@ijpe = 0ijOke, Qijie = 37 (Qijne + Apio + Qi) A° = a4jeOije,

where 0;; is one if ¢ = j and zero otherwise. Then

Z 0ike8ijEke = % (Z ik + Z EikEik + Zﬁjefje)
Y ik ik Iy
1 22,
3<Z§u> +§Z§ij>0
i .7

for all real n x n-matrices €. Hence, Corollary 6.20 holds with A = —A? and
we have the inequality

sl < lIsO)ll, teRT

s(t) being the solution of Cauchy problem

s'(t) = —A%s(t) teR*
5(0) = so,

with a nonnegative initial value so in W4?(£2) N WP (£2) (3 <p<3).

6.5 Comments to Chapter 6

Results of this Chapter are due to Langer and Maz’ya [49, 50].

We mention that Kresin and Maz’ya [45] proved that arbitrary higher order
differential operators fail to generate contraction semigroups on (L>(£2))V,
where 2 C R™ and the norm is given by

1/
(s

2

Lo=(®)
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Weighted positivity and other related results

Most of the results in the present chapter concern the L2-weighted positivity
of different operators. In the case of functions taking scalar values, by this
positivity we mean the inequality

%’e/ (Lu,uy¥dx >0, YueC5(£2), (7.1)
7

where ¥ is a weight.

Firsrt, in Section 7.1, examples of linear ordinary differential operators
with variable coefficients, either satisfying or not satisfying (7.1), are pre-
sented.

Various questions related to the positivity of second order elliptic systems,
3D-Lamé system and polyharmonic operator are considered in Sections 7.2,
7.3 and 7.4 respectively.

More precisely the main result of Section 7.2 describes the only possible
matrix weight homogeneous of degree 2 — n, which provides the L?-positivity
of a rather general elliptic system, next in Section 7.3 one can find either
sufficient or necessary conditions for the weighted positivity of the Lamé sys-
tem and finally in Section 7.4 we show that the polyharmonic operator is
L?-positive only for dimensions in a certain interval.

Section 7.5 is devoted to necessary and sufficient conditions for the L2-
positivity of real positive powers of Laplacian. These results extend the ones
obtained in subsection 7.4.1 with a direct simpler argument.

The topic of Section 7.6 is the LP-positivity of the fractional powers (—A)
(0 <a<1)for any p € (1,00).

It is shown in Section 7.7 how the best constant in the Hardy inequality
improves when the vectors considered are divergence-free and axisymmetric.
This gives a new sharp lower bound for the quadratic form of the Stokes
operator.

In the last Section 7.8 the semi-boundedness below of a pseudo-differential
operator is obtained by proving a refinement of the sharp Garding inequality.

[e3%
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This result is of interest because the symbol of the operator under considera-
tion is not smooth.

7.1 Weighted positivity of Ordinary Differential
Operators

We will be concerned with operators p(D) in R, where p is a positive poly-
nomial and Du(x) = —idu/dx.

In Section 7.1.1 we prove that there exist operators of arbitrary even order
satisfying (7.1) in the one-dimensional case. In fact, we prove that if the
sequence (a;) grows sufficiently fast then (7.1) holds for

p(D) = (a1 + D*)(az + D?)...(am + D?)

and ¥ = I', I being the fundamental solution. We also give explicit exam-
ples of such operators. In Section 7.1.2 we find some necessary conditions for
operators to satisfy (7.1), and deduce examples of operators not having this
property, for instance 1+ D*. Finally, in Section 7.1.3, we study the operators
(14 D?)™. We prove that they satisfy (7.1) if and only if m = 0,1,2,3. The
case m = 3 is more complicated than the others. For this case, an important
step in the proof is the identity (7.24). In the cited papers it was essential
to have a certain minorant (instead of 0) on the right of (7.1). We will also
see in Section 7.1.3 that the operator (1 + D?)3 has a different behavior, with
respect to this, than the operators 1 + D? and (1 + D?)2.

By Parseval’s formula, these results can also be interpreted as results for
certain integral operators. For instance, it follows from Proposition 7.12 that
if m =1,2,3 then

(1+ 22 . o
//R2 T4 @ 2)mf(ac)f(y) dxdy >0, frealin Cj (Rl)7
with equality only for f = 0, while for m > 4, the double integral can take on
negative values.

Some notation: ¢ denotes the Fourier transform,

(Pu)(€) = a(€) = / e~ 50(2) d.

We write [ instead of [ . Let . denote the Schwartz space of rapidly de-
creasing C*°-functions on R'. We also write C§° instead of C§°(R'). The letter
¢ denotes positive constants. The notation a ~ b means that there exists c
such that ¢ ta < b < ca.
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7.1.1 Positivity

For a positive polynomial p we let I' be defined by I'=1 /p. Thus I' is a
fundamental solution of the operator p(D). By Parseval’s formula we have

/ (D)u-uTdz = (27)" // @i dedy. (72

for u € Y. We define P to be the class of those positive polynomials p for
which the real part of (7.2) is nonnegative for all u € X.

Lemma 7.1. For any polynomial p of degree 2n or 2n + 1 there are polyno-
mials q; such that

p(@) +p(—y) =Y _(xy)q;(z — y). (7.3)

Jj=0

In q;(t) and p(zx) the coefficients for t™ and x™ %I are proportional and have
the same sign.

Proof. With the new variables s = (z +y)/2, t = (z — y)/2 and u = zy we
can write 2™ + (—y)™ as
m lm/2)
kym—k 2 kym—2k
=2
<k>st > <2k)(t + u)kt
0 k=0
k eve:
Lm/2]

M rm)\ [k
=2 Jgm—27
> (1) ()
k=0 j=0

The statement follows.

t+s)"+(t—s)™m=2 Zm:

k

Remark 7.2. It can be shown that

N-—2j

6(@) = 5 (@ 0@ + 21|, = 3 Gmabmizia™s  (74)

m=0

where the operator e is given by
e=(z+vy)"10/0x + 0/dy),

N is the degree of p, by, is the coefficient for ™ in p(x), and the coefficients

Cm,; are given by
lm/2] .
m-+25\(k+]
m 21 m .
fred Z ( 2(k +4) >< j
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Corollary 7.3. If p > 0 is an even polynomial of degree 2n and F(q;/p) >0
for3=0,...,n, then p € P and for all u € . it holds,

me/P(D)u-ardx > |u(0)|2+/(b0\u|2+2b2n\u(”)|2)Fda:, (7.5)
where by = p(0) and by, is the leading coefficient of p. (The hypotheses imply
that I" > 0.)

Proof. Using (7.2) and expanding p(z) + p(y) according to the lemma we see
that the left-hand side equals

)72 pi(m) +p(y)ﬁ z)a(y) de dy = (2m) 7! Y i u@)]?
2m) [ [ L i)y da dy = (2 ;%/é%%n» 1 de.
If we put y = 0 in (7.3) we get go(x) = p(x) + p(0), so

F(qo/p) = 276 + p(0)@(1/p).

Similarly, if we let = y — oo, we get ¢, = 2ba,,. Since for an even p we have
F(1/p) = 27T, this proves the assertion.

Proposition 7.4. For each integer n > 1 there is an € > 0 such that if the
positive constants a1, ... ,a, satisfy a;/aj41 < €, then the polynomial

p(z) = (ay + 22)(ag + 22) ... (a,, + 27)
belongs to P and satisfies the inequality (7.5).

Proof. Define the polynomials p; and the constants bi by
pj(x) = (a1 + 2%)(az + 22) ... (aj + 22) = 2% + 220D 4 4 bz

Thus p = p, and we have by Lemma 7.1 that the corresponding g¢;’s are of
the form o _ _ _
n—j(z) = cha®™ + cbpa?U1 + 4 b, (7.6)

where ¢, are positive constants.
Now, writing

Gn—j(x) = pj(x) + b1 (] + d])pj1 + ...+ VI +d),  (T.7)

we claim that d{ = O(e), as € — 0. If we assume that this has been proved for
1 =1,2...,k —1, and identify the coefficients for 2U~*) in (7.7) and (7.6),
we get

AV b2 (A + 0N+ 0p (A + 0, Y pprdl = 0. (7.8)
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Observe that if ¢ < 1 (so that (a;) is increasing) there is a number M such
that we have the following estimation for b;:

J
Aj k4105 —k+2 ... 05 S;bk S Alaj,k+1aj,k+2...aj

Therefore, if 0 <1 <k —1,

j—1
oy’ Q. )
10— 9 Qj—ktl - Qj|
o <M = 0(e).
k An—k+1 - .- An—|

Hence (7.8) shows that dJ, = O(¢). Since for k = 1 no assumptions were used,
the claim is proved.

Since p;/p has positive Fourier transform and the coefficients in (7.7) are
positive for small €, the proof is completed by Corollary 7.3.

Ezample 7.5. For any polynomial p of degree 2n, we can easily compute (for
instance by using (7.4)) the following:

(x) = p(x ) (0),
n(z) = (p/( (0)) /x

(z)

()

Gn—1() = n2b2nm + (2n — Dbop_12 + 2bgy 2,

where b, is the coefficient for ™ in p(z). Now let p be as in the proposition.
It follows immediately that go/p and ¢, /p have positive Fourier transforms.
The same is true for ¢; /p since

/ n 1
p'(x) :22 3
aj X

j=1

As for g,,_1 we now have

n

Gn—1(x) = n*(a1 + 2%) + 2Zaj —n?ay,
k=1

so the condition 2 er a; > n2ay is sufficient for the Fourier transform of
qn—1/p to be positive.
Taking n = 1,2 and 3, we have proved that the polynomials
a+ 22, a >0,
(a+2%)(b+ 2?), a,b >0, (7.9)
(a+22)(b+2*)(c+2?), abc>0, Ta<2(b+c)

are in P and satisfy the inequality (7.5).
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7.1.2 Non-positivity

It is quite immediate that a necessary and sufficient condition for a positive
polynomial p to belong to P is the condition

n
t,
Z cjckpp(])t >0, foralej,t;jeRandn=1,2,.... (7.10)
k

Pyt (t;—te) —

We can consider (7.10) as the limit of the right side of (7.2) as the function @

tends to the distribution 27 Z? cjét]., where 5t]. is the Dirac measure at t;.
If we instead let @ tend to the distribution 2wL(—iD)d;, where L is a

polynomial with real coefficients, we obtain the necessary condition

L(8/02)L(D)dy) péz(f”)y) 20, teR (7.11)

in which only the two points 0 and ¢ occur. The following proposition provides
an equivalent form of this condition.

Proposition 7.6. Let L be any polynomial with real coefficients. The condi-
tion

(L(=iD)(p(t +iD)L)(iD)) (1/p)(0) = 0, teR (7.12)
is necessary for p € P.
Proof. Let ¢ € C§° have ¢(0) = 1. Taking u(x) = e L(iz)¢(sx) and letting
e — 0, the real part of (7.2) tends to

/ 20 T D) L)) Liia) [ (x) da = / L(ia)(p(t + iD)L)(—iz) () da.
(When passing to the limit, we notice that I'(z) decreases exponentially as
|x| — o0.) Since I = 1/p, the last integral equals the left side of (7.12).

Corollary 7.7. The condition

4p(£)? (p(0)p” (0) = /(0)?) > (2p()p(0) = p(O)P'(®))", tER  (7.13)

is necessary for p € P.
Proof. 1f we take L(x) = a+x, the operator that acts on 1/p in (7.12) becomes
a®p(t) + ap/(t) — (p(t)(iD)* +p'(t)iD).

Thus the left side of (7.12) becomes a quadratic form in a. This form being
nonnegative for all real a is equivalent to

—4(p(t)/p(0)) (p(t)(iD)? + P (£)iD) (1/p)(0) = (¢'(£)/p(0)).

The last inequality, multiplied by p(0)*, can be written as (7.13).
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Ezample 7.8. Condition (7.13) implies that if p”’(0) < 0 then p is either con-
stant or does not belong to P.
Example 7.9. Let p(x) = (1 + 2?)™. For this polynomial (7.13) reads
2(1 + %)% > mt?,

which is equivalent to m < 8.
If we take L(z) = ax + 22 and t = 1, Proposition 7.6 leads to

12m(m + 1) — 2m(m? — ma — a*) > 0.
This is equivalent to 24(m + 1) > 5m?, that is, m < 5.

It is also possible to prove non-positivity for (1 + z2)® and (1 + 22)* with
the aid of Proposition 7.6, but then one has to use a polynomial L of degree
3 in the former and of degree 4 in the latter case. In Section 7.1.3 we give
another proof of the non-positivity when m > 4.

Proposition 7.10. If p € P then the real part of F(1/p) is nonnegative.

Proof. Assume that Ze ®(1/p) < 0 at the point & and hence also at the
point —&p. Let ¢ be a real, even function with ¢(0) = 1 and ¢ € C§°. Put

f(x) = cos(§ox)d(ex), so that suppf—> {—&0,&} as e — 0.
Let ¢; be as in Lemma 7.1. Thus ¢, is a positive constant so, by the

continuity of F'(1/p), there is an a > 0 such that Ze F(q,/p) < —a in supp f,
if € is small enough. Also, there is a number A such that Ze F(q;/p)(§) < A,
for j=0,...,n—1and £ #0.

Now, using the inequality

/g(K*g) dzr < sup (e%’ef{)/g2 dx, g¢,K real,

supp g

we get, since f is even, that (7.2) with f in place of 4 can be estimated by a
constant times

p@) +p(=y) ;. e [ S" 2 ) (o o) 5 £ ()
[ P ) ) /; £()((ay/) * 7 F ) (&) d

n—1
2% . 2n 2
§/(Ajz_:ox ax )f(a:) dz.

The last expression is clearly negative for small .

Ezample 7.11. Let p > 0 be a non-constant even polynomial with F(1/p) >0
(for instance, p can be any non-constant even polynomial in ¥). Since

e F(1/p(x —¢€))(§) = F(1/p)(§) cos(ef),
Proposition 7.10 shows that if £ # 0 then p(z — ¢) does not belong to P.
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7.1.3 The operators (1 + D?)™

We introduce some notation. Let p,(x) = (1 + 2%)™, I},, = 27) "' F(1/pm)
and put \s(z) = (1 + |z|)*e~!*l. We observe that I}, ~ A,_1, according to
Lemma 7.13 below. We define the form

Qm(u) = Ze /pm(D)u -uly, dz,

and the weighted Sobolev norms

m _ 1/2
ol = (3 [ WOPA )
7=0

We remark that the subsequent inequality (7.20) shows that ||u||m,s > c|u(0)],
ifm>1ands>0.

The main result of this section is the following proposition. The five lemmas
that follow it are needed for the proof.

Proposition 7.12. The polynomial (1 + z2)™ belongs to P if and only if
m =0,1,2,3. The following inequalities hold:

[ullf o ~ Qi(u), (7.14)
a3, ~ Qa(w), (7.15)
¢ Hull3 < Qs(u) < cfullf (7.16)

The inequality (7.16) cannot be improved by replacing any of the squared norms
by another one of the type ||ul]3 ,.

Lemma 7.13. The following identities hold:

1 —|T
I(z) = 56 | ‘7

1) = (o] + Ve,

1
I3(z) = — (2% + 3|z| + 3)e~ 12!,

16
2m+ 1 z?
Fnea®) = gy T @O gy ()

Proof. The recursion formula follows from the relation

(1/p)" = —dm(m + 1) /pm+2 + 2m2m + 1) /pm41-

The formulas for I'7 and I can be calculated directly.
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For the next lemma, which will be used for counter examples, we con-
struct the functions ug, t > 1. Let ¢ € C§°((0,2)) be real with ¢ = 1 in a
neighborhood of 1. Define ¢, € C5°((0,t + 1)) so that ¢, =1 on [1,¢] and

¢i(2) = d(x), Pi(e+t)=d(z+1), =el01]
Let w be a fixed real number and put
wy(z) = el®V/2¢,(|x|) cos(wz/2).
Then u; € C§° is real and even.
Lemma 7.14. Let u; be as above. Ast — oo we have
Qm(u) = (273™ /ml) Ze (3 + w? — 2wi) " t™ + O(t™ ). (7.17)

Proof. Tt follows from Lemma (7.13) that I}, (z) = r(|z|)e~*l, where 7 is a
polynomial of degree m — 1 having leading coefficient 2™ /(m — 1)!. Since u;
is real and even,

Qm(uy) =2 /000 r(x)e  ug () pm (D)ui(z) doe = 2 /000 r(x)(x) de,
where 1 is introduced in the obvious way. For x € [1,t] we have
Pi(x) = cos(wz/2)pm (D — i/2) cos(wx/2)
= cos(wx/2) %’e(e“mﬂpm((w —1)/2))
= 27CmH) Ze((3 4+ w? — 2wi)™ (1 + 7))
and it follows that

Qo (1) =2 /0 (r(E)n(@) + (e + e ( + 1)) da

t

+ 272" Re ((3 + w? — 2wi)™ /

@) i) dx).

Since r has degree m—1 the boundedness of {1} implies that the first integral
is O(t™~1). After one integration by parts also the integral flt r(x)e® dx is
seen to be O(t™~1), so

¢
Qulug) = 272" Re(3 + w? — 2wi)m/ r(z)de + O™ 1), ast— oo.
1

This gives (7.17).

Lemma 7.15. Ife > 0, s € (1,2) and k is a nonnegative integer then there
exist u,v € C§° such that

Qs(u) < g/ WD A dz, 0<j, (7.18)

Qz(v) > et / D PAgdz, 0<j<k. (7.19)
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Proof. If we take w = v/3 in the definition of u;, Lemma 7.14 gives Q3 (u;) =
O(t?), as t — co. On the other hand, for x € [1,t], a simple calculation shows
that _

|u§])(oc)|2 =e"(1+ cos(V/3x +j27/3))/2,

so for large t, the integral in (7.18) majorizes

t
/ z* (14 cos(V3z +j21/3)) dz > t°T1/3.
1

This proves (7.18).

To prove (7.19) we take w = 0. Lemma 7.14 then gives Qz(u:) > ct3,
for large t. But, similarly as in the proof of Lemma 7.14, we see that the
right-hand side of (7.19), with u, in place of v, is O(t5*1).

The proof of the following simple lemma, which we use to establish equiv-
alent norms in Proposition 7.12, also indicates the idea behind the more non-
trivial Lemma 7.17.

Lemma 7.16. If a > 0 then for every u € . we have
0 < —2Ju(0)]* + /eflxl (1 +a)|ul® +a ' |?) da, (7.20)

0< /(1 + [z))e (1 + a)ul® — 21/ |* + a~u"|?) d. (7.21)

Proof. We begin by proving the second inequality. Let v € . be a real func-
tion that is either even or odd (thus v(0)v’(0) = 0). By partial integration

o) o0 1 o0
/ (1+z)e " dz = —/ (1+2)e " (v)*dr — 3 / (1—2)e "v? dx
0 0 0

1

< 5/0 (I+z)e (v —2(v')?) da,

so for any a > 0,

0<a Oo(1 +z)e " (v+a ") de

[% (7.22)

< / (L+z)e " ((1+a)® —2(v")* +a ' (v")?) da.
0

Now, if u is real, (7.21) follows from (7.22) and the observation
[etahu@pde =2 [ @) @2 + ol () da.
0

where u = ug 4+ u1 is the decomposition of u into even and odd functions. The
complex case follows immediately. Similarly, the identity

/OO e (av +a ') dr = —v(0)* + /OO e ((a+ 1> +a ' (v)?) da
0 0

leads to the first inequality.
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Lemma 7.17. For every u € .7 it holds,

0 < 4ju(0)[? + /e“’”‘ (2®ful? +6(1 — [a|)u|? (7.23)

+ 3lz|(2 — |z|)|u”|? + 227 W ?) da.

Proof. This follows, as in the proof of the preceding lemma, from the identity
4v(0)? + 2/ e (2?0 +6(1 — 2)(v)? + 32(2 — 2) (v")* + 222 (v"")?) da
0
= / e (30" — v +v)? 4+ (20" = 30" + 30 —v)*) dw, (7.24)
0

for a real v € . To verify (7.24), one can expand the right-hand side and
integrate by parts several times.

Proof (Proposition 7.12). The range of the argument for 3 + w? — 2wi is
[~7/6,7/6] (the endpoints are attained for w = ++/3), so if m > 4 then
(3 + w? — 2wi)™ assumes values with negative real part. By Lemma 7.14, p,,
does not belong to P, if m > 4.

We now turn to proving the inequalities. Using the decompositions

@) +ply) o 1+2ay
pi(z —y) pi(z—y)’
pa(@) +paly) _  Awy 1+ 227y
p2(z —y) piz—y)  pazr—y)’
p3(x) + p3(y) 14 6y 9z:2y? n 1 —322y? + 2233
ps(z —y) pi(z—y)  p2z—y) ps(z —y) ’
along with Parseval’s formula and the formulas for F(1/p,,) = 2nly, we

obtain (similarly as in the proof of Corollary 7.3) the identities

201 (u) = [u(0))? + % /e‘m (Jul* +2|u/|?) dz, (7.25)

2Qa(u) = [u(O) + [ € (S + (L al) (uf + 20 P)) de, - (7:20

2Qs(u) = [u(0)* + 1

+ 3(—2% 4+ 9z| + 9)[u”"|* + 2(2* + 3|z| + 3)[u"|?) da.

1
/e—l-ﬂ (22 + 3| + 3)[uf? + 48/
(7.27)

Now, (7.25) immediately leads to (7.14).

The inequalities in (7.15) follows from (7.26) and a combination of (7.26)
and (7.21).

The right-hand side of (7.27) minus the right-hand side of
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3 3

2Q3(u) = 7[u(0)]” + E/ef‘z' (L + J2Dlul® +2(7 + | )]u’?

+ (9 + 7)) + 2(1 + |z])[u"|?) dx, (7.28)

multiplied by 16 equals the nonnegative expression in (7.23). Thus (7.28)
holds. Now, (7.16) follows from (7.28) and (7.27).
The last statement in the proposition is a consequence of Lemma 7.15.

Remark 7.18. From the viewpoint of (7.27), the negative term on the right
makes it nontrivial that @Qs(u) > 0. The proof of Lemma 7.15 shows that
(7.27) minus the integral [ |z|*e~1"l|u()(x)|2 dz, multiplied by any positive
number, can be negative if s > 1 and j > 0.

7.1.4 An application to integral equations

Let p be an even polynomial in P. We can then define a norm (which is
induced by an inner product) by

2 )12 da p(z) + p(y) 2o de
Il = [ lota)? do+ [[ D oaiydady, s s (120

Let H be the completion of the space . in this norm and define the dual
space
H* ={ue :|Julla- = sup [(u,)|/l|¢||n < oo},
pes

where .’ is the space of tempered distributions. We thus have the inclusions
HcCL?>cH"

Let a be a measurable function with 0 < M1 < a(z) < M and define the
operator K by

p(z) +p(y)
p(z—y

Kolz) = ala)o(@) + [ o)y, €L (730)
Then K extends to a continuous linear operator from H to H*. We intro-
duce an inner product (, ) in H by (u,v) = (Ku,v). (The induced norm is
equivalent to the one defined above.)

If f is any fixed member of H*, there is by the Riesz representation theorem
a unique w in H such that (u,v) = (f,v), for all v € H. But this means that
u is the unique solution to the integral equation

Ku=feH" weH. (7.31)

7.2 Weighted positivity of second order elliptic systems

Let 2 be a domain in R™ (n > 3) with smooth boundary and assume 0 € (2.
Consider the second order elliptic system on {2 defined by



7.2 Weighted positivity of second order elliptic systems 181
N n 82u
) — _poB J
j=1a,p=1

=: — A% (2)Dypu; (i=1,2,...,N), (7.32)

¥

where as usual repeated indices indicate summation. We assume that A%ﬁ (x)
are real-valued, continuous functions on {2 and there exists A > 0 such that
the strong Legendre condition

AP (2)elel > Nel?,  veeRr™W
holds uniformly on 2. Without loss of generality, we may also assume that
af 4 Ba .o o
Al (2) = Ajj (x) (i,j=1,2,...,N, o, =1,2,...,n).
Definition 7.19. The operator L is said to be positive with weight W(x) =
(@i (@) 5=1 f
/ Lu-Pudr = —/ A?kﬁ(a:)Da/guk(x) uj(2)¥;(x) de > 0 (7.33)
Q Q

for all real valued vector functions u = (u;)Y_;, u; € C§°(£2).

Remark 7.20. The positivity of L(z, D,) actually reduces to the positivity of
L(0,D,) (with the same weight). Indeed, if u = (u;)}¥; is a smooth vector
function that is supported near the origin (say, in a d-ball Bs) and u.(z) =
u(e~'z), then

/ Lue - Yu.dx = —/ AP (2) Dopick (z) - uej ()W () da
o B

€d
= —e*”/ A?f(x)(Daguk)(eflx) cuj(e )i (e ) du
Bes

= — | A () Dapur(y) - u;(n)¥(y)dy  (x = ey).
Bs
Since the integrand in the last integral is bounded by
P2 AR oo (o) lll B2 1% | Lo (519
which is clearly in L!'(Bs), the dominated convergence theorem and the con-

tinuity of Aiajﬂ implies that

lim [ Lue Yucde = — / ASP(0)Dagur(y) - uj (y)¥;(y) dy
e—=0t /o Bs

:/ L(0,D)u - Yude.
7

Hence the positivity of L is in effect a local property at the origin.
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Luo and Maz’ya [56] proved that if the weighted positivity of general sec-
ond order elliptic system holds with respect to a weight ¥ which is smooth in
R™\ {0} and positive homogeneous of degree 2 —n, then ¥ has to be the fun-
damental solution of LT (0, D,) multiplied by a semipositive definite constant
matrix. Their result is reproduced in this Section.

Theorem 7.21. Suppose L is an elliptic operator as defined in (7.32) and
U satisfies (7.34). If L is positive with weight ¥ (and so is L(0, D)), then
LT(0, D)W = 6 M where 6 is the Dirac delta function, LT (0, D,) is the formal
adjoint of L(0,D,),

LI(0,Dy)u = —A%(0)Dagu;  (i=1,2,...,N),
and M € RN*N s a symmetric, semi-positive definite matriz. Furthermore,

AP (rw)ealplip(w) 0, VEER"  (p=1,2,...,N)
7,3

for allr >0, w € S" ! such that rw € 2. That is to say, the n X n matriz
>, Af;ﬁ(rw)% (W) p=1 1 pointwise semi-positive definite.

Remark 7.22. Several extensions of the above result are possible. First, in this
theorem we considered only real coefficient elliptic operators and real valued
test functions. It is then natural to ask whether the same result holds for
complex cases. Second, it is interesting to ask whether the set of operators
that are positive in the sense of (7.1) is “open” in some suitable topology. In
other words, we wonder whether a “small” perturbation of a positive operator
still leaves the operator positive.

In this section we give the proof of Theorem 7.21. Without loss of gen-
erality, for the first part of the theorem we may assume {2 = R™ and L is a
constant coefficient elliptic operator.

First some preliminaries.

Let 4, denote the linear space of homogeneous polynomials of degree k
that are harmonic; they are the so-called solid spherical harmonics of degree k.
The space of restrictions of 7%, to the unit sphere, Hy, are the so-called surface
spherical harmonics of degree k. It is well known that each f € L?(S"~!)
admits the decomposition

f(w) = ZYk(w), Y, € Hy,
k=0

where the series converges in the L? sense. Since Hj can be shown to be
mutually orthogonal (see, for example, [86]), Parseval’s identity

/S f(w)g(w)do = kz_o/s Yie(w) Zg (w) do
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holds for all f,g € L?(S"~!) where
f(w):ZYk(W), g(w):zzk(w).
k=0 k=0

7.2.1 Support at the Origin

The first observation we make is that, in order for L to be positive with weight
W, LW has to be supported at the origin. We make the following assumption
on the weight ¥:

Lpij S COO(Rn\{O}) (Z,j = 1,2,...,N)

xT

V(z) = |x2”w< ) = P27 (W), (7.34)

]
where r = |z] and w = z/|z|.

Proposition 7.23. Suppose L is a constant coefficient elliptic operator as
defined in (7.32) and ¥ satisfies (7.34). If L is positive with weight ¥, then
LTW is supported at the origin.

We start the proof of this proposition by observing some elementary prop-
erties of the matrix V.

Lemma 7.24. Suppose ¥ = (W;;)N;_, satisfies (7.34). Then

DoWij(x) = r' "5 (w)  (i,j=1,2,...,N),
DosWi;(x) = r—wgﬂ(w) (,=1,2,...,n),

where U y'/,‘;ﬂ € C°(S"1) and

YRk

Proof. According to (7.34),

DoWij(z) = Dy (rQ—"% (w))
Lo Ip

= (2= )T (@) - T (D) () (60 — 2 22

T r

P (2 = mwali (@) + (Daiy)(@) — waws (D) ()]
=: 7’1*”%0; (w),

where
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Vi(w) = (2 = nwa¥ij(w) + (DaPij)(w) — waws(Dp¥i;) (w).
Similarly one can show that
DagWij(x) = Dy (7’17"%@ (w)) — P ().

To prove the last statement, we integrate the above identity on Bo\B; and

obtain
/ D, (rl_"ij(w)> dx = / r‘”![lg’g(w) dx.
BQ\Bl B2\Bl
Note that
/ D, (rl_"%ﬁj(w)) dx = / Tl_"LPg(w)Va do
B2\ B 9(B2\B1)
— 1—ngB 1—ng B
= / W (w)we do — / T (w)we do
0B> 0B1
= WZ (w)wg do — / Wg (W)wq do
Sn—1 Sn—1
=0,
and

2
/ r*"%’;ﬁ(w) dx :/ r! dr/ Wgﬁ(w) do
Bz\Bl 1 Sn—1
= log2/ Wf;ﬁ(w) do.
Sn—1

So the result follows.
Since the proof of Proposition 7.23 is long, we break it up into two lemmas.

Lemma 7.25. Under the assumptions of Proposition 7.23, if L is positive
with weight ¥, then (LTW),, (p=1,2,...,N) is supported at the origin.

Proof. Step 1. By definition, we wish to show that

> AV Dapli; =0 on R™N{0} (p=1,2,....N).

0,

Taking u = (u;)¥_; where

v, 1=0DpD

uiz{o’ P e om0},

we have
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/Lu Wudr = —/A?kﬁDaguk u; Wi dx

= /ZAﬁng v, dx

i,a,3
:/ZA DavDgv - vapdx+/z,4§;ﬁpav.wﬁ@pdx
i,00, i,0,3
=: Il—|—12.

Step 2. By assumption (7.34), it is easy to see that
|I;] < C/r27"\D0|2dx. (7.35)

As for I, we observe Dav - v = $D4(v?), so integrating by part once more
gives

I, = _2/%Agﬁv2paﬁwip d. (7.36)

Now assume
> A DogWip 20 on R™{0}.
0,3
By Lemma 7.24,
Dopg¥ip = Tﬁn%{;ﬁ(“’):

so we may write
> AN Dagli, = > AT (W) = T (),
i,,3 i,a,

where

U (w) =Y ARl (w) £ 0,
i,a,3

/ W (@) do = 0.
Sn—1

Substituting this into (7.36) and switching to spherical coordinates, we have

L[ 2
I = —5/0 T dr/snilv v (w) do. (7.37)

Step 3. Let
v (w Z Yi(w Y, € Hy,

where Y;, # 0. Note that m > 1 since
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/ v (w)do = 0.
Sn—1

Now take v(z) = ((r)2(w) where

¢ € C5°(0,00) is to be determined later,
QW) =e '+ Y, (w), e>0.

Substituting this into (7.37), applying Parseval’s identity and recalling that
m > 1, we have

I, = f% /000 I (r) dr /s”fl (671 +Ym(w)>2§lYk(w) do

1

< —f/ 1 (r) dr (261 Y2 (w)do + C> .
2 0 Sn—1

This implies, for small €, that

I, < —Coefl/ 13 (r) dr.
0

On the other hand, we note that (7.35) implies that
10 [ [(C)P2w) + R0 Va2 do
—c [ r¢mpar [ oo
0 §n-1

+ C/ r 3 (r) dr/ Vo Yo (W) do
0 gn-1
=: I11 + Lo,
where V, is the spherical part of the gradient D.
Step 4. We first choose € small enough so that

C VoY (w)|[?do < Co(2¢)71,
Snfl
where C' is the constant appearing in (7.35). For this fixed ¢, we have
Is < 00(26)*1/ =13 (r) dr, V¢ € C5° (0, 00).
0

Next, we appeal to Lemma 7.26 below and choose ¢ so that
(oo}
I < 00(26)_1/ ¢ (r) dr.
0

This shows that
IL1+1,<0

and gives us the desired contradiction.
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Lemma 7.26. For any given C > 0, there exists ¢ € C§°(0,00) so that

Clearly (5 € C§°(0,00). Now

o) 1
/ rilg“g(r) dr > / r1 dr:logi7
0 25 26

[e%) 26 2
Armmfwzér@mfw+[mwmwr

26 2
<IN [ rdr I [
1
< Ol¢'|%-
So the result follows by choosing § sufficiently small.

While Lemma 7.25 proves the statement of Proposition 7.23 for diagonal
elements of LTW, the next one takes care of the off-diagonal elements.

Lemma 7.27. Under the assumptions of Proposition 7.23, if L is positive

with weight ¥, then (LTW),, (p,q = 1,2,...,N, p # q) is supported at the
origin.

Proof. Step 1. By definition, we wish to show that
Af;ﬁDag%qzo on R™{0} (p,g=1,2,...,N, p#q).

Taking u = (u;)}Y., where

0, i#pq
U =v, i=p , v,w e Cg°(R"\{0}),
w, 1=4q
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we have

/Lu~@udm

—/Aiak,BDaguk . Ujkpij dz

/A?kﬂDaukDguj . ![/ij dx + /A?kBDauk . ’U,jD/jSpij dzr
= Il + IQ‘

Step 2. By assumption (7.34) and Cauchy’s inequality, it is easy to see
that

L] < C/rQ*"\DuFdx < C/r2*”(|Dv\2 + |Dw|2> dz. (7.38)
As for I, it follows from Lemma 7.25 that
/ ALY Dov - vDgWy, d = / A’ Dow - wDgWiq dz = 0.
So

I

/A%ﬁDav ~wDg¥;, dr + /Af;ﬁDaw -vDpW;, da

_ / Agjﬁv(Da’ngwiq + ’LUDaglpiq) dx + / A;);BDQ’LU . ngWip dx

_/A‘Z?;ﬂvaaB%q dr + /UDaw<A‘Z?Z]5DBWiP — A‘Z?;/BDB!I/W) dx

—n 1—-n
—/r vw?, (w) dx + /7“ vDyw (!P&qp(w) - LZ/(;pq(w)) dr (7.39)
=: Iy + Ios.
In the derivation of (7.39) we have used Lemma 7.24 again, where

Wl (W) = ASPEE (),

apq

pq

v) = 4707w, [ e =0
Now assume
A;);;ﬂDaBg/iq #0 on R™\{0}.

Then we have
@, (w) # 0.
Step 3. Let

(oo}
Ty (w) = Z Yis(w), Y, € Hy,
k=m

where Y,, # 0. Note that m > 1 since



7.2 Weighted positivity of second order elliptic systems 189

Now take
v(x) = ((r)Ym(w),

w(z) = e 1¢(r), e >0,

where ¢ € C§°(0,00) is to be determined later. Substituting this into (7.39),
applying Parseval’s identity and recalling that m > 1, we have

= [ e [ @ Y i ds
n—1 k—m

o0
= —e_l/ =t (r) dr Y2 (w)do
0 Sn-1

:—C’Oe_l/ ¢ (r) dr,

0
By =[O0 [ Vi) (W) = Vo)) do
=0.

So -
I, = —C’Oefl/ 13 (r) dr.
0

On the other hand, (7.38) implies that
1< C [P [COPYE) + 12V Yn@] + €] de
= Oor "(r))? dr 2(w e ?)do
—c [ Trcmpar [ (Viw +e)a
c “¢C(r)d VoY (w)|? do.
v [Cremar [ VYL@)Re

Now we may proceed as in Lemma 7.25 and choose €, ( appropriately to
derive the desired contradiction.

Now Proposition 7.23 is a direct consequence of Lemma 7.25 and Lemma
7.27.
7.2.2 Positive Definiteness of LTW¥
By Proposition 7.23, we can write LYW as
LTw =6M,

where ¢ is the Dirac delta function and M is a real N x N matrix. Now we
show M is symmetric and semi-positive definite.
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Proposition 7.28. Suppose L is a constant coefficient elliptic operator as
defined in (7.32) and ¥ satisfies (7.34). If L is positive with weight ¥, then
LTW = §M where § is the Dirac delta function and M € RN*N is a symmet-
ric, semi-positive definite matriz.

We start the proof of this proposition by writing M explicitly in terms of
A%ﬁ and LD”

Lemma 7.29. Under the assumptions of Proposition 7.28, if L is positive
with weight ¥, then LTW = §M where M € RN*N

Mpg =~ / AL w0l (w) do
Sn—1
:—‘/Sn_1 wa![/épq(w) dJ (pvq: 1,27'."]\]’)'

Here Jlg(w), w! (w) are as defined in Lemma 7.24 and Lemma 7.27.

apq

Proof. By Lemma 7.24 and Proposition 7.23, for any u € C§°(R™),

M,u(0) = <(LT!P)pq,u> = < - A;.jfpaﬂwiq,@
— —/AZDBWiqDagudm
- /A?pﬁDgu'/iqDaudx
= lim o, A DgWiDou da

1 af o _ ap o
= lg% (/aBE Aip DWWy - uvg do /Rn\BE Azp Dos¥i4 ud:c)

_ : af 1—ngB
= - lgr(l) - A T (W) - uw, do

— lim A%ﬁwg(w)u(ew)wa do

e—0 Sn—1
= —u(0) /an Afpﬁwalpg(w) do.

So the result follows.
As before, we break up the proof of Proposition 7.28 into two Lemmas.

Lemma 7.30. Under the assumptions of Proposition 7.28, if L is positive
with weight ¥, then LTW = §M where M € RN*N s symmetric.

Proof. Step 1. By definition, we wish to show that
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Mpq:qu (p,q:1,2,...,N,p7éq).

As in the proof of Lemma 7.27, we take u = (u;)¥_,, where

0, i#pyq
U=sv, i=p , v,w € Cg7(R"\{0}),
w, 1=4q

and obtain
/Lu Yudr = /A?kﬁDaukDguj Wy dx Jr/A?kﬁDauk -u; DgW;; dx
= Il + IQ.

Step 2. As before, we have

L] < c/r2-n(|pv\2+ \Dw|2) dx (7.40)
and
I = —/r’”vwWI’)’q(w) dx + /rlfnvDaw(!I/&qp(w) - W&pq(w)) dx.
Note that
v (w) =0
by Proposition 7.23, so
I, = / rlf%Daw(%qp(w) - w;pq(w)) dz. (7.41)

Step 3. Now take

w(z) = n(r) = —esgn(Myy — Myp) / p (o) dp, >0,

where ¢ € C§°(0,00) is to be determined later. Substituting this into (7.41),
switching to spherical coordinates and applying Lemma 7.29, we have

I = /O Ty dr /S o (P (@) = Wy () ) do
= —esgn(Myq — Myp) - (Mpq — qu)/o r= ¢ (r) dr

= _€|Mpq - qu|/0 T_1C2(7”) dr.
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On the other hand, (7.40) implies that

nl<c [ [€m? + ol )2 ds
=C [/0 (¢ (1) dr 4 €2 /Ooor_lg“Q(r)dr]
=: In1 + Ihs.

Step 4. Assume M,, — Mg, # 0. We first choose € small enough so that

1
Ce < §|Mpq — Mgy,

where C'is the constant appearing in (7.40). For this fixed ¢, we have

€ o0
Is < §|Mpq - qu\/ 13 (r) dr, V¢ € C5°(0,00).
0

Next, we appeal to Lemma 7.31 below and choose ¢ so that

€ o0
I < §‘Mpq - qu|/ 7"_1<2( ) dr
0

L+1,<0

This shows that

and gives us the desired contradiction.

Lemma 7.31. For any given C > 0, there exists ¢ € C§°(0,00) so that

/000 P (r) dr > C/OOO

r=1¢(r) =n'(r)  for some n € C5°(0,00).

and

Proof. We first note that for any ¢ € C5°(0, 00),
r=(r) =n/(r) for some n € C§°(0,00)

if and only if

/OO = (r)dr = 0.
0

Let ¢ € C*(R) be as given in Lemma 7.26. For 0 < § < % and R >
o(67tr —1), o<r<3
Gr(r)=q2p(-2r+3) -1, §<r<R.
(Rt —1) — r=R

5
7, define
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Clearly s,z € C§°(0,00). For each § small, we may choose R = R; so that

/ (s, Ry (1) dr =
0

This is always possible since the integral above changes continuously with R
and

/ r¢s54(r) dr > 0 if § is sufficiently small,
0

/ ¢ r(r)dr — —o0 as R — oo.
0

Now
o] L 3/4 . 3
/0 C(;Ré( )dr}/ dr—log§7

| G w—[/% LM /mﬂ (s (7)) dr

2Rs
ﬂm&é MTHWw&AMrW+R2M&/ rdr

Rs
< Oll¢'lI3-
So the result follows by choosing ¢ sufficiently small.
Now we show M is semi-positive definite.

Lemma 7.32. Under the assumptions of Proposition 7.28, if L is positive
with weight ¥, then LTW = §M where M € RVN*N s semi-positive definite.

Proof. Step 1. Take u = (u;)Y.; where u; € C§°(R") (note that u; does not
necessarily vanish near the origin). As before we have

/Lu Yudr = /A?kﬂDaukD,@Uj . y./ij dx + /A?kﬂDauk . ujDBg/ij dx
=1+ L.

Step 2. Clearly
11| < C/TQ*"\DuFdx. (7.42)

As for I, we write

/Z Aaﬁl)au;~C u]D5M7,J dx + /Z A auk . ’U,jDBQ’ij dx

k<j k>j
/ZA Douy, - u;j DgW;; dx

=: Ip1 + Iog + Ios.
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Similar to the calculations in Lemma 7.29, we have

121 = Z/A?kéDauk . UngWij dzx
k<j

=3 (w0 [

waW&kj(w) do + /A?kﬁukDau]‘Dglpij dx)
k<J S’IL*I

= Zuk(O)Uj (O)Mkj — Z/A%BUjDaukDﬁ!l’ik dz,

k<j j<k

123 = Z/A?kﬂDauk. . ’U,jDBLpij dx
k=j
1
=3 D un(0)u;(0) My;.
k=3

Since M is symmetric, this implies that

1 o «
L= > " un(0)u; (0) My + Z/ujDauk- (Ai,fDBW,»j - AijﬁDﬁwik) da
k,j k>j

1

= ST (0)Mu(0) + Y / wj Doy (AffDBgvij - Ag;l’Dﬁgr/ik) dz. (7.43)
k>j

Step 3. Assume M is not semi-positive definite, then there exists £ € RY

such that
eTMe <.

Take

log r
log e

“j(fC)ZSﬁP( —1>, 0<e<1 (j=12,...,N),

where ¢ € C*(R) is as given in Lemma 7.26. Substituting this into (7.43),
switching to spherical coordinates and applying Lemma 7.30, we have

1 > logr log r !
oS Easo s [ (5 ) ()

k>j

= %fTMf.

On the other hand

Duf? = 3 |Duf2 = Y

&, (logr w
© i
- - log e log e r

2
R [ (e ]
r2log”e loge

2
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so (7.42) implies that

2 1 2
|Il|<0/ |£‘ . |:<p1<0g7‘_1):| de
r7log” e log e

C|€)? ‘1

< B e, [
log” e 2 T

_ Clgp
| log €|

€112

This shows that
IL1+1,<0 if € is sufficiently small
and gives us the desired contradiction.

Now Proposition 7.28 is a direct consequence of Lemma 7.30 and Lemma
7.32.

It is natural to ask whether one can improve the results of Proposition 7.28
by showing that actually M = I, the N x N identity matrix. The following
example shows that this is not the case.

Ezxample 7.33. Assume n > 3 and consider L = —A - I, where A is the Lapla-
cian:

Au = Dgaqu, Yu € C%(R™),

and [ is the N x NN identity matrix. It is not hard to see that the fundamental
matrix of LT = L is given by & = ~I, where
1
EE— Wy, = / dz
wn(n —2) gn-1

is the fundamental solution of —A. For any M € RV*N with M symmetric
and semi-positive definite, we have

v(z) =

M = PTAP

where P is orthogonal and A is diagonal with non-negative diagonal elements
A1,y An. Now for any u = (u;)¥;, u; € C°(R™) (i =1,2,...,N),

/ Lu- (@M)udz = — / +(Au)T Mu da

= 7/’)/(AU)TPTAP’LLd:L'

- /’y(A(Pu))TA(Pu) dz.

Setting v = Pu, we have
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/ (Av)T Avda = f)\ 7 //\ | Dv;|?y d
> i 00 (G00P + [ 1DoPyas)
> 0.

7.2.3 Pointwise Positive Definiteness

With judicious choices of the test function u, we now proceed to show the
pointwise “positive definiteness” of V.

Proposition 7.34. Suppose L is an elliptic operator as defined in (7.32) and
U satisfies (7.34). If L is positive with weight ¥, then

AP (rw)ealplip(w) 0,  VEER"  (p=1,2,...,N)
1,3

for all > 0, w € S"1 such that rw € £2. That is to say, the n x n matriz
>, A%ﬁ(rw)%p(w))z’ﬁzl is pointwise semi-positive definite.

Proof. Let r > 0, w € S"~! be fixed and rw € 2. We follow the idea in [65]

and take u = (uj);\[:l, where
wi(z) =3 J#DP
J —n/2|§| 1 (6 (x_,rw))eim»g’ ]:pa

e>0, E€R” 0#ne CFMRM).

By definition (with y = e~ (2 — rw)),

%e/ Lu - Yudx
19,

= {—€"€| 2/ S A8 Das [0()e™ ] - ny)e <, dm}

2 o
el / > 457 [ )~ oottt
> 0. -

We first let || — oo along a fixed direction and obtain

—nfa S8 AP ()W da > 0
< el el Z w =T

By substituting y = e !(z — rw) for x and letting ¢ — 0, we then conclude
that
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> A5 (W)% : %TQ‘"%p(w) / n?dz >0,
JraB

which is what to be shown.

This completes the proof of Theorem 7.21.

7.3 Weighted positivity of the 3D Lamé system

In the previous section we have seen that - under the assumption that ¥
is smooth and positive homogeneous of order 2 — n - the weighted integral
inequalities (7.33) holds only if ¥ is the fundamental matrix of L, possibly
multiplied by a semi-positive definite constant matrix.

A question that arises naturally is under what conditions are elliptic sys-
tems indeed positive definite with such weights. Although it is difficult to
answer this question in general, we study, as a special case, the 3D Lamé
system

Lu = —Au — agrad div u, u = (ur,uz,u3)’.

In this section we give some sufficient conditions for its weighted posi-
tive definiteness and show that some restrictions on the elastic constants are
inevitable. These results are due to Luo and Maz’ya [57].

In the particular case of the Lamé system, condition (7.33) can be written
as

/ (Lu)TWudx = —/ [Dirui(x) + aDpiug ()|, (2)¥;(x) de >0 (7.44)

R3 R3
for all real valued, smooth vector functions u = (u;)3_;, u; € C(R3 \ {0}).
Here ¥ (z) = (¥;(x))? ;= and, as usual, D denotes the gradient (D1, Da, D3)T
and Du is the Jacobian matrix of w.

Remark 7.35. The 3D Lamé system satisfies the strong elliptic condition if and
only if & > —1, and we will make this assumption throughout this sectiont.

The fundamental matrix of the 3D Lamé system is given by & = ($;;)? ,_,
where

G;5(z) = car ! (&j n %Hwiwo (1,7 =1,2,3), (7.45)
C = (Xiﬁ > 0
“ 8r(a+1) '

As usual, §;; is the Kronecker delta, r = |z| and w; = z;/|z].
The main result we shall prove in this section is the following

Theorem 7.36. The 3D Lamé system L is positive definite with weight @
when a_ < o < oy, where a— ~ —0.194 and oy ~ 1.524. It is not positive

definite with weight @ when a < o' ~ —0.902 or a > aff) ~ 39.450.

The proof of this theorem is given in the netx section.
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7.3.1 Proof of Theorem 7.36

We start the proof of Theorem 7.36 by rewriting the integral

/ (Lu)T dudx = —/ (Dkkui + aDkiuk)uj@j dx
R3 R3

into a more revealing form. In the following, we shall write [ fdz instead

3 3
of [os fdz, and by uZ; we always mean Y 7 | u2; to express (37 ui;)? we

will write u;;uj; instead. Furthermore, we always assume u; € C§°(R?) unless
otherwise stated.

Lemma 7.37. )
/ (L) @udz = LJu(O) + B(u,u) (7.46)

where

PB(u,u) = %/(ujDkuk - ukauj)DZ@,-j dx

+ /(Dkukauj + OleukDiuj)(pij dz.

Proof. By definition,

/(Lu)Téu dxr = —/Dkkui cu; Py dr — a/Dkiuk cu; Py dx
=1 + L.
Since the fundamental matrix @ is symmetric and satisfies the equation
—Dy®ij — aDyi®@rj = 0;56(x),

where §(z) is the Dirac delta distribution with mass concentrated at 0, we
have

1 1
11 = —5 /Dkkui . uj@j d.l? — 5 /Dkku]‘ 'Ufi@ij d.]?
1

= —3 / [Dkk(uiuj) - 2Dkuka'uj:| Dij dx

1
= 75 /uinDkképij dx + /Dkukauj . @ij dx,
where the first integral in the last line can be written as

1 1
75/ iujDkk@ij dx = Q/Uzu] {5”5(1') + OéDkii)kj] dx

1
= 5"&(0”2 — %/(DZ’LLZ . Uj + UiDiuj)-Dk@kj dx

1 a
§\u(0)|2 — § /(Dkuk .Uj + ukauj)Di@j dx.
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Now a simple integration by parts yields
IQ = oz/Dkuk (Diuj . q)ij + UjDiSpij) dJE,

and the lemma follows by adding up the results.

Remark 7.38. With &(x) replaced by &, (x) := &(z — y), we have

/(Lu)Tﬁpyu dx = /(Luy)T(Puy dx (uy(z) = u(z+y))
= Sy (O) + Aoy, 0y) = (o) + 2y (w0,
where

(0%
By (u,u) = 3 /(ujDkuk — up Dyuy) Dy i da

+ /(Dkukauj + OéDkukDiuj)@ydj dx.

To proceed, we introduce the following decomposition for C§°(R?) func-
tions:

fla) = f(r) +g(z),  feC50,00), g€ CF(R?),

where )
f(r)=— do.
fr) = 1= [ #rw)do
Note that

/ g(rw)do =0, vr >0,
S2

so we may think of f as the “O-th order harmonics” of the function f. We
shall show below in Lemma 7.39 that all O-th order harmonics in (7.46) are
canceled out, so it is possible to control u by Du.

Lemma 7.39. With the decomposition

ui(x) = a;(r) + vi(z) (1=1,2,3) (7.47)
where

1

a;(r) = 4—/ u;(rw) do
T Js2 Vr>0  (i=1,2,3),
vi(rw)do =0
SQ

we have

/ (Lu)T Bu dz — %\u(0)|2 + B (u,u) (7.48)
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where

RB* (u,u) = %/(ijkvk — ’Uka’Uj)Di@ij dx (7.49)

+ /(Dkukauj + OéDkukDiuj)@ij de.

Proof. By Lemma 7.37, it is enough to show
/(ujDkuk — ukauj)Di@ij dr = /(ijkvk — kakvj)Di@ij dx.
Since
/(ujDkuk — ukauj)Di@ij dx
= /(ajDkak — U, Dyiij) D;®;; d + /(ajDkvk — U Dyvj) D;®;; dx
+ /(ijkak — vpDytt;) D@y dx + /(ijkvk — v Dyv;) D5 dx:
=01 + 1+ I3+ Iy,

it suffices to show Iy = I, = I3 = 0. Now

Digﬁij =D |:CO¢’I“_1 (5@' + O&wiwj)]

CaoX
= 7car72wiéij —+ af’f'72 |:7wi2wj‘ —+ ((5” — w?)wj‘ =+ ((5] — iji)wi

o+ 2
= —cor 2wj + 7;ia2r_2wj =i dor2wj, (7.50)
where
—2¢q -1
do = = .
a+2 Ar(a+1)
We have
I, =d, /rfzwj (ﬂjDrﬂk W — U Drty ~wk) dx (D, =09/0r)

dg /r_2(ﬂjDrﬂk cwwy — U Dyt -wkwj) dx =0,
I3 =d, /r_2(ijr1]k cwiwy — v Dty -wkwj) dr =0.

As for I, we obtain
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I, = da/r72 (ajDkvk “w; — U Dyvj - wj) dx

=d, / P2 (ﬂjDkvk cw; — ujDjvy - wk) dx

= — lim d, / [aj(e)vk(ew)ijk —ﬂj(e)vk(ew)ijk} do
e—0t g2

— lim da/ {vkr_?’ [—2ﬂjijk +rDytj - wiwy 4+ (0% — ijk)}
R3\ Be

e—0t
—opr 3 {—2ﬂjijk +rDyuj - wiwy 4+ U0k — WkOJ]‘):| } dx = 0.

The result follows.

Remark 7.40. With &(z) replaced by @,(x) := $(x — y) and (7.47) replaced
by
wi(z) = u;(ry) + vi(2) (i=1,2,3),

where r, = |z — y| and
() = 3 [l +r)d
U (T = — Uj T,W) aoc
v 47T S2 y Y

Vr, >0  (i=1,2,3),
/vi(y—i—ryw)dazo
SZ

we have )
J@oT e ude = SuwP + 2w

where

% «
By (u,u) = 3 /(UjDk'Uk - UkaUj)Diq’y,ij dx
+ /(DkukaUj + OszukDin)Qy,ij dz.

In the next Lemma, we use the definition of ¢ and derive an explicit
expression for the bilinear form %*(u,u) defined in (7.49).

Lemma 7.41.

B (u,u) = cq / {a (_T_ 2r_2 [vk(Dkv) cw — (divo)(v - w) (7.51)

2 3
;i2 (D, 11;)*w? + | Dv|* 4+ a(divv)?

2

4+t [|D,IL|2 + «

2 (Dyv) - w|* + aa (div v)[w; (D) - W]

a—+ 2 + 2
3a+4

+aa+2

(Dt - w)(div v) + a(Dya - w)[w; (Div) - w]] } da.
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Before proving this lemma, we need a simple yet important observation
that will be useful in the following computation.

Lemma 7.42. Let g € C§°(R?) be such that

/ g(rw)do =0, Vr > 0.
S2

Then
/ f(r)g(x) dz =0

Vi e C5°l0,00).
/r_lDf(r) -Dg(z)dx =0

Proof. By switching to polar coordinates, we easily see that
/f(r)g(x) dx = /000 r2f(r)dr /52 g(rw)do = 0.
On the other hand,
/r_lDf(r) - Dg(x)dx = /r_lDrfDig - w; dx
=~ [ o[ -r 2 Dupt 4 D D )] do

= /g(riQDTf + rilDr,«f) dx =0,

where the last equality follows by switching to polar coordinates.

Proof. Lemma 7.41 By definition,

RB* (u, u) = %/(ijkvk — Uka’Uj)Diéij dx

+ /(Dkukauj + aDkukDiuj)@j dx =: Il + IQ.
We have shown in Lemma 7.39 that (see (7.50))
I, =27 ad, /7”720.)]' (ijkvk — kakvj) dx

e
a2
On the other hand,

/r_2 {Uk(Dkv) cw — (divo)(v - w)] dz.

Ca O
a+2

I = cq /rflpkuipkui dx + /r*leukauj - wiw; dzx

Ca?

a+2

+caa/r*1DkukDiui dx + /rileukDiuj - wiwj dx

= I3+ 14+ Is + Is.
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Substituting u; = u; + v; into I3 and using Lemma 7.42 yields
I3 = ca/r_l(DTﬂiDTai wui + Dkvkavi) dr + 2c¢, /r_le@kavi dxr
_ ca/r_1(|Dr12|2 1 |Dof?) da. (7.52)
Next,
Is = co / r1 (DrakDTai ~wrw; + 2Dv; Dy, - wy + Dkkaivi) dx.
Note that for k # 1,
/rilDTﬂkDTﬂi s wpw; dr = /OO rDyupD,u; dr /52 wrw; do =0,
0

and therefore

Is = caoz/r_1 {(Drﬁi)Qw? + 2(divo)(D,a - w) + (div v)Q} dx.

As for I,
I, = Catr r Dy (@ 4 v;) Dy (5 + vj) - wiw, da
at2 i) j j
Ca¥ -1 - — 2 m
= P r (DruiDruj - wiwjwy + Dyt Dy - wiwjwy
+ Dypvi Dyt - wiwjwy + Dpv; Dyvj ~wiwj) dzr
= c:o; /T_l {(Drﬁifwf + 2(D,t - w)|wk (Do) - w] 4+ |Dyv - w|2} dx.
«
Similarly,
Ca0? 1
I = aid /’I“_ Dy (tg, + vi)Di(0; + v5) - wiw; dx
caaz/_l(DD 2wjwi, + Dyiig D
= r Dyt - wiwiw PR Div; - wiwiw
a+2 k j Wi Wik k J J¥k
+ D, u; Doy ~o.12-2wj + DpvpD;v; ~wiwj) dzr
- W/Tl[(D )20 + (D, - )i (Div) - o]
a+2 (e} J T 7 7

+ (Dt - w)(div o) + (div v)[wi (D) -w]} dz.

The lemma follows by adding up all these integrals.

With the help of Lemma 7.41, we now complete the proof of Theorem 7.36.
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Proof. Theorem 7.36 By Lemma 7.39 and 7.41,
1
—c; ! /(Lu)TSPu dx = 50;1|u(0)\2 + I+ Iz + I,

where

_ _ 2a+3
11:/7"1{|D,«u|2+ o (Dyai)? + | D

a(divw)? + QLHKDW) -w|2} dx

2
_ 1| « . I 3a+4 _ .
I, = /r L[ n 2(d1v v)[wi(Div) - w] + i3 (D, - w)(divv)

+ a(D,a - w)|w; (D) - w]} dx,

Is = / ajé_2r*2 {vk(Dkv) cw— (divo)(v - w)} dx.

Consider first the case o > 0. By switching to polar coordinates, we have

2
I 2/7’1[Drﬂz+ O‘:;’wr D202 + | Dof? + a(divo)? ]dz

° 2 3
= /0 r{(l + % . ;_:—2 )||DT7TLH?d + | Dv]2 + | divvi} dr,

where we have written | - ||, for || - [|12(s2) and used the fact that

3
4 1 1
(D) ?w? do = — Z(Dr@i)2 =3 /52 |D,af* do = §||Dr@||i-

Next,

4
|I2|</ l{dlvv|Dv|+043aJr |D,u - w||divv| + o| Dy - w||Dv|| dx
o+

o o a 3a+4
< r divol|, || Dyl + — - D,u divol|,
| o tamellpel + - 22 2y, al v

o
+ X p,a| Dol | dr,
SIDal. el

where we have used

HDrﬂ . w||3) = /52 DrﬂiDrﬁj C Wiy do

o dr & 1
= Dyu;Dyuj - g%‘ == Z(Drﬂi)Q = gHDrﬂHi-



7.3 Weighted positivity of the 3D Lamé system 205

As for I3, we note that

[e%

|I5] < o1z r~2(|v]|Dv| + |v|| divv]) dx
o [ee]
<255 [ Ple(Del + [ divell) av

Since 2 is the first non-trivial eigenvalue of the Laplace-Beltrami operator on
52, we have

1
ol = [ lotrw)Pdo < 5 [ Do) do
S2 S2
,,,2 7,2
=5 [ o) do < FIDE, (7.53)

where D,, is the gradient operator on S2. Thus

<1 «
S V2 oa+2

and by putting all pieces together we obtain

13 | r[1Dvl + 1Dl divo]
0

(o)
L+L+ 13> / r(w"Byw) dr, (7.54)
0

where

_ . T
w = (|Dyl|w, | Dvllw, || divoll,) ",
a 2a+3 « a 3a+4
3 a+2 2v/3 2v/3 a+2
1 o a a+271/2

o
= 1— —. .

24/3 V2 a+2 2 a+2
« 3a+4_g a+271/2 N

9/3 a+2 2 o+2

1+

B+:

Clearly, the weighted positive definiteness of L follows from the positive defi-
niteness of By, because the latter implies, for some ¢ > 0, that

(o) o
/ r(w"Byw)dr > c/ rlw|? dr
0 0
> c/ (|| Dyal|Z, + || Dv]|2) dr = 0/7"71|Du|2 dx.
0

The positive definiteness of B4, on the other hand, is equivalent to the posi-
tivity of the determinants of all leading principal minors of B :
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pa(a) = W > 0, (7.55a)
pia(a) = fm [a4 —4(1 - V2)a® —12(3 — V2)a?

—12(6 — V2)a — 48] > 0, (7.55b)
pisla) = —12(%;2)3 [6a5 + (23 +3v2)at + (13 + 19v2)0?

— (77 - 38v2)a% — (157 — 24v/2)a — 96} > 0.
(7.55¢)

With the help of computer algebra packages, we find that (7.55) holds for
0 < a < ay, where ay =~ 1.524 is the largest real root of py 3.

The estimates of I, I, and I3 are slightly different when o < 0, since
now the quadratic term «af divv||? in I; is negative. This means that it is no
longer possible to control the || div v, terms in I, I3 by af dive|?, and in
order to obtain positivity we need to bound || divv||,, by || Dv||., as follows:

[ divol|Z < 3] Dol

This leads to the following revised estimates:

> a 2a-+3 «
I > / r <1+f : )||DM_LHE,+ ||Dv||i+3oz||Dv||i+7HDv||i dr,

[e'e] 2 4
i< [ o[22 Doz - o224 bl Dol — 1D, alul Dol | d,
0 @ V3

a+2 a—+2
il <= = [ o [IDel + VB D) ar
3 X \/5 OL+2 0 w w .
Hence o
11+12+13>/ r(w” B_w) dr, (7.56)
0
where

w = (| Dy, | D)

1+g 200 + 3 a 3a—|—4+ «

B - 3 a+2 2 a+2 23

“ T la 3a+4 « « 1++3
P (1+ - 3a)
2 a+2 23 a+2 V2 V3

The positive definiteness of B_ is equivalent to:
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p_1(a) = % >0, (7.57a)
P (@) = 6(?}&)2 [—(2 +7V3)at +2(15 + V2 — 11V3 + V6)a?
+2(57 + 3v2 — 10v/3 + 3v6)a? + 6(20 + V2 + V6)or + 24] >0,

(7.57b)

and (7.57) holds for a— < a < 0, where o = —0.194 is the smallest real root
of p—2.

Now we show that the 3D Lamé system is not positive definite with weight
@ when « is either too close to —1 or too large. By Proposition 7.34, the 3D
Lamé system is positive definite with weight @ only if

> AN Bip(w) 20, VEER?, Vwe S (p=1,2,3),
8,y
where
A7 = 805, + %(51‘[353‘7 +0ir05s)
and (see equation (7.45))

@) = car™ (0 + —Sww) (5 =1,2,9)

+2

This means, in particular, that the matrix

o (S o)

By=1
1 [2(a+ 1) (a+ 2+ aw?) a?wiws oPuwiws
CaT 2 2
= e aFwyws 2(a+ 2+ awy) 0
(a+2) aPwiws 0 2(a + 2 + aw?)

is semi-positive definite for any w € S? if the 3D Lamé system is positive
definite with weight @. But A(w; «) is semi-positive definite only if the deter-
minant of its leading principal minor

2(a+1)(a+ 2 + aw?) cPwiws
a?wiwo 2(a + 2 + aw?)

=4(a+1)(a+ 2+ aw})? — atwiws

do(w; @) := det

is non-negative, and elementary estimate shows that
rnisn2 do(w; ) < do [(271/2, 271/2, 0); oz]
we
= (a+1)(Ba+4)?* — — =: q(a).

It follows that the 3D Lamé system is not positive definite with weight ¢ when
g(e) < 0, which holds for a < a'” ~ —0.902 or @ > o' ~ 39.450.
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Remark 7.43. We have in fact shown that, for a_ < o < a4 and some ¢ > 0
depending on «,

dx

|z

/(Lu)T@u dx > %|u(0)|2 + c/ | Du(z)|?
If we replace &(z) by @,(z) := &(x — y), then

/(Lu)TQyu dx = /[Lu(m + )  Pu(x + y) dx

) +c [ 1Dute+ )P

ul\x 2
u(y))? +c/|€6£;:dx. (7.58)

>

>

N = N

7.4 The polyharmonic operator.

7.4.1 The case n > 2m.

Here we consider L?-weighted positivity of the polyharmonic operator. The
weight ¥ is the fundamental solution of the operator (—A)™:

o ( ylePm=n for 2m <n
xTr) =
~log % for 2m=n

where D is a positive constant and

_ 21=m(m — D(n —2)(n—4)...(n —2m)w,_1]~* for 2m <n
7 [2m=t(m — )72 (wy_q) "t for 2m =n,

wn—1 being the (n — 1)-dimensional measure of the unit shpere.

Proposition 7.44. Let n > 2m and let
/ w(@) (= A)™u(2) B (z — p)dz > 0 (7.59)
Q
for all w € C§°(£2) and, at least, for one point p € 2. Then

n=2m,2m+1,2m+2 for m > 2

and
n=4,56,7 for m=2.
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Proof. Assume that n > 2m + 3 for m > 2 and n > 8 for m = 2. Denote by
(r,w) the spherical coordinates with center p,r > 0, w € dB1(p), and by G
the image of {2 under the mapping = — (¢,w),t = —logr. Since

0 0
2 _ .2—n I n—2 -~
r“Au=r <T87“) <r (T&") u) + d,u,
where §,, is the Beltrami operator on 9B (p), then
9> d d n-2\°
_ a9 2ty (L =) _
A=e <8t2 (n = )8t+5) {(81& 2 ) A}

where
(7.60)

mt 0 n-—2 2
2m Am __ _ — y _
PEmA™ = j|:|0 {(at 5 +2y) A} (7.61)

Let u be a function inC§°(£2), which depends only on |z — p|. We set
w(t) = u(z). Clearly, L(-a)mu(.).

/ (=A)"u(x) - u(x)¥(x — p)de = / w(t)P(d/dt)w(t)dt, (7.62)
2 R

Hence

where
m—1
P = (-1)"wn1 [T A +2)(A—n+2+2)) =
j=0
m—1
= (=)™ ywn 1A = n+2) JT A+ 25)(A —n —2m + 2+ 2j)
Jj=1
Let
2m—1
PO = (=)™ wn A+ > axdb,
k=1
We have

az =P\ | = : +2§1 e
z A=0  2—n 2% n—-2-2m+2j)°

j=1
Hence and by n > 2m + 3

1 n—2-2m
2 n—-2 n-2m 4 2j(n—2-2m+ 2j)
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We choose a real-valued function n € C§°(1,2) normalized by

/ (o) Pdo = 1
Rl

and we set u(x) = n(et), where € is so small that suppu C 2. The quadratic
form on the right in (7.62) equals

m—1
I (e%wn1|n<m><at>|2 + 3 (1) ey <st>|2> dt

k=1
= —aze + O(e*) < 0,

which contradicts the assumption (7.59).

Now we prove the converse statement. By Vi we mean the gradient of
order k, i.e. Vi = {9%} with |a| = k.

Proposition 7.45. Let ¥,(z) = ¥(x — p), where p € 2. If
n=2m,2m+1,2m+2 for m > 2,

n=4,56,7 form=2,
n=234,... form=1,

then for all u € C3°(£2)

|Vku
Iw—pl“‘ o~ ppm-h ¥ (TPl

(7.63)
(in the case n = 2m the constant D in the definition of ¥ is greater than
| — p| for all x € suppu).

/ w(@)(— A)mu(2) ¥ (2 — p)da > 2~ u?
2

Proof. We preserve the notation introduced in the proof of Proposition 7.44.
We note first that (7.63) becomes identity when m = 1. The subsequent proof
will be divided into four parts.

(i) The case n = 2m + 2. By (7.61),

m—1 m—1
0 0
—2m Am _ cA1/2 _ . 1/2
r AT = Il (815 m+2j— A ) || (Z% m+2j+ A )

j=0 j=0
where A = —4,, + m? and A'/? is defined by using spherical harmonics. By
setting £k = m — 7 in the second product, we rewrite the right-hand side as
m

m—1
g ; 1/2 Q 1/2
jl:[o(at m+2j— AV ] oy tm =2k + AV

This can be represented in the form
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(3o ) o) T (5.
where B; = AY2 + m — 2j. Therefore
IMAT = <§;+5 ;) 1:[ (5:2 Bf)
(o) T ()
+(=1)"2m 27§<_§;>m " > B} ..B.

ki1<...<kj

We extend u by zero outside 2 and introduce the function w defined by
w(t,w) = u(x). We write the left-hand side of (7.63) in the form ~(I; + I3),
where +y is the constant in the definition of ¥,

) m—1 82 m—j—1
I :2m/ — <—> B? ...B} w-wdtdw
! o ot ZO a2 2. Bl

j= ki1<...<kj

82 m—1 82 )
I = (—1)’”/ (W + 0 ) 11 (W—Bj)w-wdtdw.
j=1

Since the operators B; are symmetric, it follows that

and

amgl

m—1 2

3=0 k1<...<k;
am—j—l
(B .. By, w) (400, w)

m—1
:mz IZ ~/831 otm—i—1

7=0 k1<...<k;

2
dw .

By u € C*(£2), we have w(t,w) = u(p) + O(e~*) as t — +o00, and this can
be differentiated. Therefore, all the terms with ;7 < m — 1 are equal to zero
and we find

L=m |(Bl...Bm,1w)(+oo,w)|2dw=mu2(p)/ |Bi...Bp_11)%dw.
0B, 0B,

By B; = (=6, +m?)'/2 + m — 2j, we have
11 = 4m_1m[(m - 1)!]2L,U2m+1.

Since in the case n = 2m + 2
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-1 _ 22m71

v m[(m — 1)Pwam1,

we conclude that
L= (2y) ' (p). (7.64)

We now wish to obtain the lower bound for Is. Let w denote the Fourier
transform of w with respect to ¢. Then

m—1
B[ [ 02=5) [T02+ B0 )T0 @ dde.
831 R j:1

Clearly,
B; > (m? —6,)Y? —m+2 > 2m~Y(m? - 4,)"?,

and
A4 B 2 4m (N 41— 6,),

the operators being compared with respect to their quadratic forms. Thus

2m 2
( / / A2 41— 0,)" LB, W) (N, w) dA dw
OBy JR?
ow
il v 2 ,
C( ot Hm—l(G)Jr” ul 1(G)>

where H™! is the Sobolev space. This is equivalent to the inequality

\Y
/ | kun 2kd
o2 1\93—10\

which along with (7.64) completes the proof for n = 2m + 2.

(ii) The case n = 2m + 1. We shall treat this case by descent from n =
2m +2 ton =2m + 1. Let z = (z, ), where x € 2, s € R, and ¢ = (p,0) ,
where p € 2, 0 € R!. We introduce a cut-off function n € C§°(—2,2) which
satisfies n(s) = 1 for |s| <1 and 0 <7 < 1 on R Let

Ue(z) = u(z)n(es)
and let ¥(™) denote the fundamental solution of (—A)™ in R™.

By integrating
(=)™ (z,q) = 8(z — q),

with respect to s € R! we have

W(”)(x,y):/ gk (2 q) ds. (7.65)
R1

From part (i) of the present proof we obtain
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/ (CA)™U.(2) - U (2)0* D (2 — q) da
xR

VAU (2
+C/_Q><R1 Z 4 m+1 T 2(mt1=F) T mrioh 4

By letting € — 0, we find

/ (—A)™u(z) - u(z)W " (2 — q) ds da
2 xR

1 2 |VkU
dsdzx .
+C/Qlez|Z—fJ|2mH 7y 48 4%

The result follows from (7.65).
(iii) The case m =2,n =T7. By (7.61),

30ws /Q A?u(z) - u(x)P(z — p)da
= /G(wtt — bwy + d,w) (wy + wy — 6w + J,w) dt dw .
Since w(t,w) = u(p) + O(e™*) as t — +oo, the last integral equals
/G (wtzt — 5w,52 — Bwgw + 2w dw + ((idw)2 — 6w(5ww) dt dw + 15w6u2(p) .
After integrating by parts we rewrite this in the form
/G (wfy + (6w)? 4+ 2(Vowy)? 4+ 6(Vow)? + wy) dt dw + 15wgu(p) .

Using the variables (r,w), we obtain that the left-hand side exceeds

|z —p[3 |z — pl

Since

o2 Ou Ou
2 _(Auw)?=A ) aa Ox:
|Vou|* — (Au) (Vu)?) 0x;0x; (3%‘ axj) 7
it follows that
2 2 ’
/deg/ de+6/ o)y,
o |z —7pl o lv—p| o |z-pl

which completes the proof.
(iv) The case n = 2m. By (7.61),
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m—1 2
0
2m Am __ . 2
r M A™ = || {(t—m+1+2]) —(m—l) +(54}

j=0
m—1 ) m—1 9
_ 9 _ L el1)2 o _ L c1/2

H(at m+1+2j—& )H(at m4+1+2j+& )

j=0 7=0
where £ = =6, + (m — 1)%. We introduce k = m — 1 — j in the second product
and obtain

8 (2 5
T A = H <8t2 - ‘7:])
j=0

where F; = m — 1 — 2j + £'/2. Hence

[ (o) - wle)w (e p)d - /“ﬁ(at+ @ wads

(7.66)
where ¢ =log D. Since w(t,w) = u(p) + O(e™") and

m m 82 m—j
I (o) =% () X 7
=0 J

k1<...<kj

the right-hand side in (7.66) can be rewritten as

IH3D> (;)m_jfh...f@w

7=0 k1 <.. <k‘

m—j
X (gt) ((€+t)Fr, ...]-'kjw)dtdw =

m—j 2

/Z > ((;) fkl...fkjw> (0 + t)dt dw
71=0 k1 <.. <k

2

LS mea g (3 A )

7=0 ki1 <.. <k

The second integral in the right-hand side equals

a m—1—j 2
tiifrnoo (m —j) <<5t> Fry ...fkjw> dw
0B1(p) j= 0 k1< <kj

e)?dw

m—1

= lim (Fiey -+ Fe
t—+o00 9B (p) k1<.§ '

m—1

and since Fy,—1(t,w) = O(e™!) the last expression is equal to
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lim (Fo ... F_ow)?dw = (2™ (m — 1)) 2w, _1u%(p) .
t—+o0 aBl(p)

Hence

| @) w0y~ p) do = 5020)

2

/£+t Z > ((;)m_l_jfkl...fkjw> dt dw .

7=0 ki1 <.. <k

Since Fr1 = ¢(—6)Y/? and Fj, = ¢(—5+1)'/2 for k < m— 1, the last integral

majorizes
C/G(Ht) > ((;)u (—6)”/2w>2dtdw

1<p+r<m—1
\Vku
1 d
/ o8 |x—p|z|x—p|2<m DR

which completes the proof.

7.4.2 Accretivity of the biharmonic operator in R3.

In this Section we show that one can have L2-positivity also for weights which
are not power weights, as previously done. In fact we shall show that the
biharmonic operator is L2-positive with respect to certain a weight g.
Let (r,w) be the spherical coordinates in R3, i.e. r = |z| € (0,00) and
w = x/|z| € S%, the unit sphere. Now let t = logr~!. By » we denote the
mappings
R*> 2 — (t,w) € R x S2 (7.67)

The symbols ¢, and V,, refer, respectively, to the Laplace-Beltrami oper-
ator and the gradient on S2.

Theorem 7.46. Let w be an open set in R3, u € C§°(£2) and v = e'(uox1).
Then

/ u(z) A%u(z) |z| " G (log |z| 1) da =
R3
/ / (002G 4+ 200,90 + (970)°C — (Vo) (3G +0,C +2G)
R JS2
—(00)*(202G + 30,G — G) + 1 LG + 203G — 092G — 20,G) | dwadt,
t 2 t

(7.68)
for every function G on R such that both sides of (7.68) are well-defined.
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Proof. In the system of coordinates (¢,w) the 3-dimensional Laplacian can be
written as

A = e*A(0y,0,), where A(0y,0,) =02 — 0 + 0. (7.69)

Then passing to the coordinates (¢,w), we have
/ u(z) A%u(x) |z| " G(log|z|~t) dx
R3

= |, Au(@) A (u(@) |e| " Gllog o] ™)) de

:// A@; = 1,6.)0 A4, 6.,)(vG) dwdt
R JS2

= / / (02v — 30w + 20 4 6,0) (02 (V@) — 0 (vG) + Gd,v) dwdt
R .JS2

/ / (02v — 30w + 20 + 6,v)
R JS2
X (Go,v + GIPv + (20,G — G)ow + (92G — 9,G)v) dwdt
= / / (((5wv)2 + 20,007 v + (070)?) G + (vé,v + vO;V)(0; G — 9,G + 2G)
R J$2
+(6‘wv8t’u -+ 8?7)(9{1))(2815(; — 4G) + (6‘tv)2(—68tG + 3G)

09 u(—302G + T9,G — 2G) + v (202G — 26tG)>dwdt.
(7.70)

This, in turn, is equal to
/ / (g(@wv)2 — 2G6,0,v0v + G(02v)?
R JS2
+(Vov)?(—=07G — (0;G — 0,G + 2G) + (0;G — 20,@3))
H(0)? (—(92G — 8,G + 2G) + (—02G + 20,G) + (—69,G + 3G))  (T.71)
+v0 (—(07G — 07 G + 20,G) + (—30;G + 70,G — 2G))
02 (202G — 28tG))dwdt,

and integrating by parts once again we obtain (7.68).

In order to single out the term with v? in (7.68) we shall need the following
auxiliary result.

Lemma 7.47. Consider the equation

s, (7.72)

where & stands for the Dirac delta function. A unique solution to (7.72) which
is bounded and vanishes at +00 is given by
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1 [et—3 t<O0
t)y=—— ’ ’ 7.73
9(t) {e2t —3e7t, t>0. (7.73)

Proof. Since the equation (7.72) is equivalent to

LEAGN G o

a bounded solution of (7.72) vanishing at +0o0 must has the form

ae! +b t<0
t) = ’ ’ 7.75
9(t) {ce% +det, t>0, ( )

for some constants a, b, ¢,d. Once this is established, we find the system of
coefficients so that dFg is continuous for k = 0,1,2 and lim,_,q+ 07g(t) —

lim, o~ Fg(t) = 1.

With Lemma 7.47 at hand, a suitable choice of the function G yields the
positivity of the left-hand side of 7.68. The details are as follows.

Theorem 7.48. Let 2 be a bounded domain in R?, 0 € R3\ 2, u € C§°(12)
and v = e'(uo 7 1). Then for every & € 2 and T = log |£|~! we have

1 2 2 -1 -1
3 /52 v2(§,w) dw < /]RS u(z) A%u(x) |z| " g(log|z|~") dx (7.76)

where g is given by (7.73).

Proof. Representing v as a series of spherical harmonics and noting that the
eigenvalues of the Laplace-Beltrami operator on the unit sphere are k(k + 1),
k=0,1,..., we arrive at the inequality

/ 16 0]2dw > 2/ Voo 2dw. (7.77)
S2 S2

Now, let us take G(t) = g(t — 7), t € R. Since g > 0, the combination of
Lemma 7.47, (7.68) and (7.77) allows to obtain the estimate

J. /Ra el ol
//s 2 (97 g(t —7) + Drg(t — 7))

—(0w)? (2079(t — 7) + 30g(t — 7) — g(t — 7)) }dwdt + % / v, w) dw.

S2
(7.78)
Thus, the matters are reduced to showing that

02g+0:,g <0 and 20%g+30,g—g<0. (7.79)
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Indeed we compute

1]e t<0
g0 = L 1€" : 7.80
9(¢) 6{—2e—2t+3e—t, t>0, (7.80)
and
1 |et t<0
82 )= —= ’ ’ 7.81
c9(t) 6{46_2t—3€_t, t>0, (7.81)
which gives
1])et t<0
Fg(t) +og(t) =—54 ’
g(t) + Og(t) 3{6%, t>0,
and
1 [4et +3 t<0
2024(t) + 30,9(t) — g(t) = —= ’ ’
tg() hg(t) — g(t) 6{6_2t+6€_t, t>0.

Clearly, both functions above are non-positive.

7.5 Weighted positivity for real positive powers of
Laplacian

7.5.1 Notation and preliminaries

Here we

Let . = #(R™) be the Schwartz class of complex valued functions. Let
% be the class of functions in .% with all moments equal to 0 and .# the
space of Fourier transforms of these functions, that is

L ={ue.?:0%0)=0, |o|eN}, L={t:ue L}

Here, « is a multi-index, N ={0,1,...} and

(&) = /e*”{u(x) dz.

Whenever we omit writing out the domain of integration, we mean integration
over R™. The Fourier-Laplace transform 4(¢), with a complex ¢ will be used
only in R! in cases where the integral is absolutely convergent.

For p € R and w a sufficiently good function (like v € & if u > —n/2,
u € £ otherwise), we define (—A)* by

(=) u)" (&) = [¢[*a(8).

Notice that (—A)* is bijective on .Z.
We define the I’th order gradient by V,u = {(l!/a!)l/zaau}w:l.
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The gamma-function I” is analytic in the complex plane, except for simple
poles at 0,—1,.... We write |I'(—m)| = co when m € N. The asymptotic
formula

IN'a+2)/I'(B+2) = zo‘fﬁ(l + 2(1/12]), |z| = oo. (7.82)

for o, € R and |arg(z)| < m, will be useful. We denote (), = I'(A +
m)/T'(N).

The psi-function is defined by ¥ = I'" /I". When working with this function,
we will only need the formula

¢<z>—w<w>=i( LR ) (7.83)

m 4+ w m+ z

m=0

We define power weights,
I\(z) = exlz|?™™,  with ey = 27270720 (n/2 — \) (M)~ L.

For A € —N, we interpret ¢y = 0. If & # 0, the function A — I'\(z) is analytic
except for simple poles at n/2 + N. If 0 < A < n/2, we have a(x) = |z|7#
in the sense of distributions.

Let {Sjyk}zgi be an orthogonal base (with respect to the scalar product
in L?(S™1)) for the space of all spherical harmonic functions having degree
j. Then,

<n+§71) - (njzgg)a .7 Z 27

dn,j =3\ .7: 1,
1, j=o0.

In case of R!, d,, ; = 0 for j > 2 and we only define the two functions:
So1(1) = So1(—1) = S11(1) = =Sy 1(~1) = 1/V2.

S; will mean any normalized spherical harmonic function of degree j. We
write S;(z) = |x|7S;(z'), where x = |z|2’. Let w,_; = 27"/2'(n/2)~" denote
the area of S™~1.

The letter ¢ denotes a finite positive constant, which value we allow to
change within a series of inequalities.

7.5.2 Diagonalization

This section contains the basic facts about the diagonalization of quadratic
forms like those in the introduction.

Let o,7,p € R, v =1+ s, where ] € Nand 0 < s < 1. We put A =
o+ 7+ v+ 7, and assume throughout this section that A < n/2. We define
the quadratic form
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20,27 o (]]28 25 _ | g — |28 -
pgmoggy = [ e e W e ) e

where f is a sufficiently good function. By changing the function f, one of the
parameters o, 7,7 may be regarded as redundant, but it will be convenient to
include all of them. For simplicity we assume that f € . if the above kernel
belongs to L. (R?*") and f € £ otherwise. Then the double-integral will be
always absolutely convergent.

The following lemma can be proved by assuming 7 < o, integrating the
modulus of the kernel over the set {|y| < |z| < 1} and changing variables
according to x = rz’, y = try’.

Lemma 7.49. The kernel of I7'™7 belongs to L}, (R*™) if and only if n < n
and 2min(o, 7) + [ + min(1, 2s) > —n.

We shall use the following decomposition of f:

0o dn,j

f@) =1l Y fiallogle)Sin(a’), == |zl’, (7.84)

=0 k=1

where the functions S; ; are described in the previous section. In case n =1,
this is just a decomposition into even and odd parts. In the sequel, we write
the double sum as 3, ;.

We collect same basic facts about the functions f; ; in the following lemma.
As the statements are easily checked we omit the proof.

Lemma 7.50. Let f be decomposed as above. If f € . then fj\k 18 analytic
above the line t —in, t € R in the complex plane. If f € 2 then E\k s entire.
The following holds when the J/”J\k are addressed in the appropriate region
as above: -
(i) The function & — f; x(& + in) belongs to 7.
(ii) The transformation f > |z|*f corresponds to E\k(f) — fj\k(g +iw).
(ili) (~A)"/25;.(9)F(0) = ¥/ Fri(p + 4)-
(iv) |z|“f e & iﬁm(i(ﬂ+j+m)) =0, form=0,1,....

In order to diagonalize the form I;>™7 we need to introduce functions
@77 and functionals A7, For each of these we again associate the number
A=oc+T+7y+n<n/2

First define

o,T Wn—1 - A 1 1 .7+Z£
7m0 () — o ) 2= , (785
05 (©) 2 Z%,m 0+m+z+7+m+§ i 2 (7.85)

m=0

where a?,, = (A\)j+m (A + 1 —n/2),/(n/2);4+mm!. These coefficients behave

J.m
like a;\m = O(m*~") for large m, so the restriction on A guarantees that the
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series converges uniformly in . By formula 1.4(3) in [4] vol. 1, this can be
written in a closed form,

a2 e (o + 2)[ (1 + %)

og 70 : 7.86
€)= I'n/2—14+2)'(n/2—0+732) (7.86)
Both (7.85) and (7.86) will be useful in the sequel.
We extend the definition by means of the formulas
o,7,0 o+n/2,74+n/2 0
@770 = g T (7.87)
o,,l+s _ go+s,7,l o T+s l o,T,l
QT =0, T+ B -9, 0<s<Ll (7.88)

From (7.82) and the recursion formula (7.88), we obtain the asymptotic for-
mula,

T (E) = 2T, 7 2P (1 4 w(1)), 2] — oo, (7.89)

where [s] is the smallest integer greater or equal to s and where w(1) — 0
when |z| = co.

Let us interpret Ze @777 (0) as limg_,o Ze @77 (€). Then all Ze  become
continuous as functions of &, as is seen in (7.85).

We proceed now with the definition of the @’s. First introduce the auxiliary
quantity

oo

Q77(9) = Zt 3 (1= sen(bn))a @ (ibn) S i),

m=0

where b,, = 2(c +m) + j. Next we define

QIT%¢) = Q77 (4) + Q77 (). (7.90)

Finally we extend the definition in exactly the same manner as was done with
the functions .

If v > 0, some terms in the @ will cancel (see Lemma 7.52). This is essential
in the next lemma when we apply it to functions that are less regular than
the definition may suggest is needed.

Let us finally introduce

) = 3 AT (T ), (791)
7.k
1 a, 7—
R =5 X [ @Bl e (79
Bk T

where Tmfj\k(f) fj\k(f in) and the integral is to be taken as a principal
value if the imaginary part of &7 g 7 is singular at 0.

We are now ready to formulate the main lemma concerning the diagonal-
ization.
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Lemma 7.51. Let f be as in the definition of I777(f). Then
I7T(f) = Q™ (f) + Ry™(f) (7.93)

Proof. First let f € 2, even if the kernel of the I is in L;,.(R?"). Then, since
IZ™(f) = 15t T+77/2’7(|x| " f) and since multiplying f by |z|~" amounts
to applying T;, to all f;;’s (Lemma 7.50 (ii)), we may assume that n = 0.
Also, since I, Q and R satisfies the same recursion formula (7.88), we can let

=0. (For f € 2, all occurring terms will be well defined.)
We introduce new variables by

r=ex, y:ety’, p=t—s, v=a-y.

Let K°77(p,v) be the kernel of I§°™7 in those variables. (For later reference,
we keep «y arbitrary for a while.) We may define functions K7™ by

o K055 de’ = K5 ()55 (y), (7.94)

where we omit writing out the parameters. Passing to the variables s and ¢
and using the orthogonality of the S;.’s, we find

ITTV(f) =Y (K * fiks Fik), (7.95)

.k

where () is the L?(R!) scalar product.
We complete the proof only for n > 3. Then by the Funck-Hecke theorem
(see [4] vol. 2),

1
Kj(p) = Aj/ K(p, V)Cf/%l(u)(l — (=32 gy, (7.96)
1

where A; = (4m)"/27'T(n/2 — 1)j!/(j +n — 3)! and C¥ is a Gegenbauer
polynomial. For v = 0, we have

K(p,v) = (1= 27Vl 4 e (2 () 4 27X (0)

7.97
720/\ 7(20+f€ X (p)+e(27+n)px_(p))7 ( )

where x4 and x_ are the characteristic functions of R, and R_ respectively.
For p # 0, we are allowed to integrate termwise in (7.96). Doing so and
applying the formula

O, otherwise,
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(where j, k,m are non negative integers, see formula 2.21.18.15 in vol. 2 of
[78]) we obtain

Kj(p) — Z a;’m(e—(2a+2m+j)l7x+(p) + 6(2T+2m+j)pxi(p))' (7.98)

m=0

The result now follows from (7.95) and the following handy consequence of
Parseval’s formula,

(1 w6.0) = TR+ 6.0) = edtiaydl—ia) + 5= [ —lo(o)F ds.

where K2(p) = =4 (p), K2(p) = e?y_(p), ¢ = (1 — sgn(a))/2 and ¢ is
a sufficiently good function. If @ = 0 the integral is understood as a principal
value. (This case follows by taking a limit, a — +0 or a — —0.)

Having completed the proof for all f € £, we assume now that the kernel
is locally in L! and let f be merely in .. Let (-(|x]) = ((|z|/¢), where ( is a
smooth function that vanishes together with all its derivatives at 0 and tends
to 1 at co. Then (7.93) holds with (. f in place of f and we only need to see
that both sides tend to the original expressions when € — 0. For the left side
this is clear by the assumption on the kernel.

As for the R, we have in (7.92), with . (t) = (. (e?),

L —

T Fioe®) =5 | Tl —in—n7o)dp,

in place of Tinfj,\k(f). By Lemma 7.49, n < n so Lemma 7.50 (i) implies that

this convolution tends uniformly to Tinm(f ) as e — 0.
Similarly, Q™7 (¢.f) — Q™7 (f) because Lemma 7.49 together with

Lemma 7.52 below shows that the m’s in (7.91) only become addressed
at points above —in on the imaginary axis.

Lemma 7.52. Q777 (f) =0 for all f if and only if
7+ 1+ 2min(o, 7) + min(1, 2s) > 0.
If Q7™ does not vanish identically then the point
i(l + 2min(o, 7) + min(1, 2s))

is the lowest one on the imaginary axis that assigns to a function ij\k n
(7.91).

Proof. Let n =0 and K, K; be as in the proof of Lemma 7.51. It is clear from
that proof that @ = 0 if and only if K;(p) — 0, as |p| — oo, for all j.
Using the formulas
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KJ,T,l+s — (2V)lK0+l/2,'r+l/2,s

— (2V)l (K0+l/2+s,r+l/2,O + Ka+l/2,7'+l/2+s,0 _ K0+l/2,r+l/2,0)

and then (7.97) (which concerns only the case v = 0), we obtain the asymp-
totic formula

K7 (p,v) = (20)' e P (727 x 1 (p) + €2 x - (p)) X
« (e_QSp n 25V6_|p‘ + Q(e—(25+1)|p| + 6—2‘17‘))’ as ‘p| — OQ.

(We also substituted for the Gegenbauer polynomials, C3 (v) = 1 and C3(v) —
O (v) = 2sv.) Now we see from (7.94) that all K;(p) — 0 iff K(p,v) — 0
for all v, which in turn happens if and only if the condition in the statement
is satisfied.

Similarly, the second statement follows from the fact that e=#/PI K i) =0
for all j as |p| = oo if and only if 4 < n+ 14 2min(c, 7) + min(1, 2s).

In the next lemma, we see that the values of @ZJTW can be “reached”
through sequences of good functions.

Lemma 7.53. Let ax € R, k = 1,2,...,ko. For fived j, n and § # 0, there
are functions f. € £ with |x|** f. € £ which are even or odd according as j
is even or odd, such that

RyTY(fe) = 27777 (o), (7.99)
RZ’T’V(%G fe) = Ze @f]j;’w(&)h (7.100)
as 0 <e—0.

Proof. Let S; be a real normalized surface harmonic function of degree j.
Omitting writing the index ¢, we shall take

f(z) = clz|7" f;(log |z|)S; ("), (7.101)

for appropriately chosen f; and c(e) > 0.
Put

9;(€) = exp(—((€ — €0+ in)/2¢)?).

Then g, correspond via (7.101), with ¢ = 1, to the function

ola) = —laf o omE s s o),

Clearly g € £. Now put

ko

h(¢) = H (cosh(27 (€ +in)) — cos(2may)).

k=1
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Then fj = hgj is a linear-combination of functions of the type g;, with differ-
ent &. Hence also f € Z.

Since, on the real line, Tmfj(g) concentrates to the point £ = &y, when
e — 0 and since Tj,h(§) # 0, we may choose c¢(g) so that (7.99) holds.
Similarly, (7.100) follows after noticing that conjugating f or @, (o) only
amounts to changing the sign of &;.

Finally, the fact that h(§) = 0 at points £ = i(m — n + ax), m integer
implies that |z|~7** f € # thanks to Lemma 7.50 (iv).

From Lemmas 7.51 and 7.53, formula (7.89) and the continuity of Ze @Z:;ﬂ,
we immediately obtain the following corollary which contains a large family
of inequalities.

Corollary 7.54. Let c + 7 + v+ n < n/2 be fized parameters such that
L@edf]:;"y >0. Ifo'+7++ <o+ 71+ then

e (1777 () = Q5T ()] < CRe(I77 () = Q7))
where the best constant is given by

C =sup|Zed; 77 (€)|(Ze @Z:;’W(g))_l < oo
and where the supremum is taken over all £ € R, j = 0,1 if n = 1 and
j=0,1,...ifn>2.

If we include the appropriate ay’s in the f. in Lemma 7.53, we see that
the constant is best possible also among the real functions in . M. for which
the @ vanishes on both sides of the inequality.

Let us now introduce the quadratic form that is dual to I;>™7. We remind
that \=c+7+y+n<n/2andy=1+s, wherel € Nand 0 < s < 1. For
0 < s < 1, we define the expression

2! /(—A)leu~ ((—A)TVZH)FA dx, s=0,
JOT (1) =
K Ay (=2 Vi) - (A, (=A)" Vi
24, // - l|1;)n+(2s (- 4)Vim) Ixdxdy, s#0.

where (Ayv)(z) = v(z) —v(z —y), A;' = [(1 — cos(z1))|z| " % dz and
I'\(x) is defined in the previous section. We shall only deal with the form
J in situations where the occurring integral or double-integral is absolutely
convergent.

Lemma 7.55. Let o,7,7 >0 and 0 < o+ 7+ +n <n/2. Then

o~

I (f) = J777 (), (7.102)
forall fe.”.
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Proof. If this has been proved for f € Z , the case of f € . follows by
approximation. Namely if ¢.(x) = @(z/e), where ¢ € C§° equals 1 in a
neighborhood of the origin, we have

IZTV(f — e f) = JITV(F — (2m) "Gz + f)

and when e — 0, each side converges to the corresponding side of (7.102). We
omit the details.

Now, let f € .Z and consider first v = 0. This case follows from Parseval’s
formula, for instance if we regard the integration in x on the left as a Riesz
potential:

1570 = n)er [ (APl Ty = I3
Next, distributing the terms from (2z - y)! onto f(x)f(y) we have

7T =2 ﬁf;’go zf). (7.103)

o=t

For J the same formula holds, but with 9% in place of . Hence we are done
for vy =1.

It is clear that if A > s then I7°7" satisfies the recursion formula (7.88).
To see that the same is true for J, we apply the representation

(Ayv)(Ayw)

]2 dy, 0<s<1,

(=AY +wW(—A)°v — (—A)°(vw) = As /

for v,w € . (see Lemma 1 in [21]), together with the formula (—A)*I'\ =
I'\_s, which is valid in the sense of distributions.
Finally, the case 0 < A < s follows by analyticity in the parameter 7.

Other instances of the identity (7.102) may be obtained by performing
analytic continuation in some of the parameters, with or without imposing
additional requirements on f.

7.5.3 The weighted positivity of (—A)*

We say that the operator (—A)*, 0 < A\ < n/2 is positive with weight Iy
provided there exist a ¢ > 0 with

/((—A))‘u)uf’)\ dx > c/((—A)/\/2u)2I’>\ dz, (7.104)

for all real u € .Z N 2. By Lemmas 7.55, 7.51 and 7.53, this is equivalent to
Redy0(€) > 0, for all j =0,1,..., and € € R, where
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2,0,0 . 7(””'22)\0)\]_‘()\ -+ Z)F(?) - j —+ ZE
P08 = T(n/2+ T (n/2—x+z)° ~ 2 °

The continuity of the real part of this function implies that (—A)* has the
positivity property for A in an open subset of (0,n/2) and that (7.104) holds
with ¢ = 0 precisely for A in the closure of this subset. The main object of
this section is to characterize these sets.

Since Sy,; is a constant with modulus equal to l/m and a(}’o =1, we
find

_ Wn—1

o) =

where u = f The second step is an application of Lemma 7.50 (iii). Now
Corollary 7.54 shows that (7.104) implies

ol Ton O = 51501 O)FO) = Ju(0)?,

/((—A))‘u)uFA dx > %U(O)2

A - ,
+C(Z/|VZU|QFI d:r,+/ Viu(@) = Vi) o dxdy), (7.105)
=1

|x _ y|7L+2s

for all real u € ., where | A] is the integer part of A, 0 < s < 1 and k+s < .
The latter kind of inequality is what was needed in [21] to deduce that a
boundary point is regular if it satisfies the Wiener test.

Remark: Actually, (7.104) and (7.105) are equivalent. This follows for
example from the fact that &7°77 >0 for 0 < 2p+~ +n < n/2.

It turns out that the value Ze @8‘”8 ’O(O) plays the crucial role for the pos-
itivity. Let us now find an expression for this value. Put

(6 = — LO+i&/Ar(0 - ig/2)
g T(nj2+i€/2) T (n)2 — A — i€/2)’

Then (156\7’8’0(5) = iwn—19(£)/€9(0) so

He Py0°(0) = wnrig(0) ™! lim (g(€) — 9(—€))/2¢ = wn—1ig'(0)/9(0)

£—0

= 271(4)”_1.]0(77/, >‘)a
where we introduce the function

[, A) =¥(n/2) —(n/2 = X) —9(A) + ¥(1). (7.106)
We now state some properties of f(n, \).

Lemma 7.56. Let 0 < A <n/2. If n <7 then f(n,A) > 0.

If n > 8 then f(n,\) has exactly two zeros, A, and n/2 — \,,. We have
f(n,A) >0 if and only if X ¢ [An,n/2 — \y).

The numbers A, satisfies 2 > A\, \( 1, as n — oo.
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Proof. First notice that f(n, ) = f(n,n/2— \). Differentiating the expansion
o0

1 1 1 1
f(n’A):mz_:o(nﬂ—)\—&—m_n/2+m+)\—|—m_1+m)’ (7.107)

we find that the terms in f{(n,\) are

(4N —n)(dm +n)
(n—2X+2m)2(A +m)?’

so for a fixed n, f(n,A) has its minimum when A = n/4. Similarly, f/ (n,\) <
0. Now, the first statement follows from the fact that

f(7,7/4)=2/54+4In2 -7 > 0.
For n > 8 we have

10n — 20 — n?
f(n,2) = h=2n=1 < 0.

On the other hand,
lim f(n,A) = 1(1) — ()

n—oo

has the same sign as 1 — . The last statements follows.

Theorem 7.57. Let 0 < A < n/2.

The inequality (7.104) holds with a positive c if and only if X & [Ap,n/2 —
An).

If A=)\, or A =n/2—\, then the left integral in (7.104) is positive unless
u=0.

If X € (\y,n/2 — \,) then the left integral in (7.104) takes on negative
values for some u.

Proof. Since A — Ze @3‘7’8’0(0) is negative in (An,n/2 — A,) and positive out-
side the closure of this set, the theorem will follow once we prove the impli-
cation

Re 030 (0) > 0= Zedy ) (€) >0, for & #0. (7.108)

First notice that @A 9:9(¢) is a product of a positive function and a function

that is analytic in the Varlable z = (j+1i€)/2. Since by (7.89), Ze q’S)‘ %96) >0
if |z| is large, the maximum principle shows that it suffices to prove (7.108)
for j = 0.

The fact that 458722_’\’0’0/4537’?’0 > 0, shows that (any side of) (7.108) is true
if and only if it is true with n/2 — X in place of A\. We may therefore restrict
ourselves to A € [n/4,n/2). If A > n/2—1, then a},, > 0 and a}, > 0 in (7.85)
so the right side of (7.108) is true. If, on the other hand, A > n/4 and the left
side of (7.108) is true then it follows from Lemma 7.56 that A > n/2 — 2.
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In conclusion, we need only to prove the implication in the special case
A€ (n/2—-2,n/2—1)and j=0.

By first using (7.86) together with I'(z + 1) = 2I'(z) and then (7.85), we
find

A(n/2—=X—1) xi11/2,1/2,0 -
P00 9¢) = 2L AT g +1/2,1/2, 26) = CmAnm, 7.109
0,0 ( ) (/\+z§)(—z§) 0,1 ( ) mzzo ( )
where

Cm =2 w1 A(1/2 = X — D)(A+ 2m + 2)a} !
and

A - 1 ( 1 N 1 >
AN (—i AN+ 2m+2) \ N+ m A 1+iE m+1—ig)

For those values of A we consider, ¢, > 0 (this is the reason for rewriting the
@ in (7.109) before expanding it). If we put

b =m> + (A +2)m+ A +1 -2\,
B (&) = [N+ i) (AN +m + 1 +i&)(m + 1 +i€)| 72,

we obtain after simplification,
e A = (b + &) B (£).
Now, fix £ # 0 and put ¢ = By, (€)/Bm,(0), where mg is the smallest
nonnegative integer with b,,, > 0. We have

Ze(y0°(26) — B50°(0)) = D b (B (€) — B (0)).
m=0

Since by, and By, (§)/Bm(0) grows as functions of m, and ¢, By, > 0, all
terms terms (except one that vanishes) are positive. The proof is complete.

7.6 LP-positivity of fractional powers of Laplacian

In this Section we do not consider variable weights. We deal with the LP-
positivity of the fractional powers of the Laplacian (—A)* (0 < a < 1) for
any p € (1, 00).

By ||v||za.2 we denote the semi-norm

<// [o(@ +1) (@)l |tc|lff§a>l/2.
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Theorem 7.58. Let 0 < a < 1. We have, for any u € C§°(R"™),

2cq

o Il

[ a2 >

2
La,2(Rn) )

where

Ca = -1 24 (o +n/2)/T(—a) > 0. (7.110)
Proof. As proved by Stein (see [84, p.104], [86, p.161-162]), we may write

u(z +t) — u(x)

(—A)%u(x) = —cq lim i

e—0 ‘t|>€

dt (7.111)

for any u € C§°(R™), the constant ¢, being given by (7.110).
From (7.111) it follows that

/R ((—A)*u, vy dx =
it (7.112)

Ca
5 | et —u@) e+ - o) o
for any u,v € C5°(R™). Note that, since u and v have compact supports and
|(u(z + 1) —u(z)) (v(z +1) — v(@))] [t 77 < [ Va] oo | Volloo t27772,

the integral in (7.112) is absolutely convergent.
Given u € C°(R™) and ¢ > 0, define

9:(s) = Vs €%, ve(x) = (ge[u(@))P~*ulx).

In view of (7.112) we can write
[ (a0 de -

. N (7.113)
2 | (et = u@) (ot ) = o) o

As e — 0, ve(x) tends to |u(z)[P~2u(z)xu(z), where x,(z) = 1 if u(z) # 0
and x,(x) = 0 if u(x) = 0. Applying Lemma 3.3 in Langer-Maz’ya [50], we
obtain from (7.113)

/n<(—A)”‘u,u>|u|p72dx = %“ /"/n(u(x—l—t) — u(x))x

dzxdt

(Ju(z + O ule + t)xu(@ +1) — |u(@) P~ u(z)xu(@)) e

On the other hand we have
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_ _ 4
(@ = y)(al" 2 =y y) > — (2l” = |y"?)?

for any z,y € R. This can be proved in an elementary way determining the
infimum of the function of one real variable
(t -1t —1)
(/2 = 1)?

Therefore
/ (=AY, w|ulP~2dz >

2 Ca dedt  2c,
pp' /n/n(|u(az+t)|p/2 _ |u(;v)|17/2)2|t|n+2a _ o H ‘u|p/2||%a,2(Rn)

and the Theorem is proved.

7.7 L2-positivity for the Stokes system

It is obvious that
/ (—Au+ Vp)udz >0
Q

for any u € C§°(R™) such that divu = 0.
Because of the n-dimensional Hardy inequality

4
xiQquxgi/ Vqusc, 7.114
i < o= [l (1114)

we may obtain a more precise estimate
4
/l%n ‘$|_2|u|2d.]j < m /TL(—AU + Vp) Hdl‘, (7115)

holding for any u € C§°(R"™) such that divu = 0.

It is well known that inequality (7.114) is sharp. One can ask whether the
restriction divu = 0 can improve the constant in (7.115).

In the present section we show that this is the case indeed if n > 2 and the
vector field u is axisymmetric by proving that the afore mentioned constant
can be replaced by the (smaller) optimal value

(71—42)2 (1 B (n—f?)2>’ (7.116)

which, in particular, evaluates to 68/25 in three dimensions.

In the following Theorem we use the same notations for the vector u =
(tg, Uy, up) as in Section 3.4 (see p. 89). Here the condition of axial symmetry
means that u depends only on g and 9.
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Theorem 7.59. Let n > 2, and let u be an azisymmetric divergence-free
vector field in C§°(R™) and p € C*(R™). Then

/ [P ul’dz < Cn | (—Au+ Vp)udz, (7.117)
n ]Rn

with the best value of Cy, given by (7.116).

Proof. Obviousy, proving (7.117) for a divergence-free vector field in C§°(R™)
is equivalent to prove

/ |z 2 |ul?dx < Cn/ |Vul? dz . (7.118)
R” R™
In the spherical coordinates introduced previously, we have

divu = Ql_”g(gn_lug) + 0 Hsin®)? ™" 0 ((sin )" 2uy)

do v
n—3 9
+ Z(Q sindsind,_s...sin 1) " (sindy) K ——((sin¥y)*uy,) (7.119)
1 aﬁk )
+(osin ¥ sin ¥ sin ¢ )71%
0 n—3--- 1 g .
Since the components u, and uyg,, k = 1,...,n — 3, depend only on ¢ and

9, (7.119) becomes

divu = Qlfng(@"%ug(@, 9)) + ¢~ (sin ﬁ)Q*"Q((Sm )"y (0, V)

0o oY
n—3
. . _ U , U
+ 321 k(sind,_s3...sin041) " cot Iy % )

By the linear independence of the functions
1, (sin®,_3...sin 1) tcotVy, k=1,...,n—3,

the divergence-free condition is equivalent to the collection of n — 2 identities
0 0
Qa—z + (n—1u, + (819 + (n—2)cot19) ug = 0,
ug, =0, k=1,...,n—3.
If the right-hand side of (7.118) diverges, there is nothing to prove. Oth-
erwise, let us introduce the vector field

v(z) = u(z) x|~/

The inequality (7.118) becomes
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1 (n—2)2)/ 1o / 9 9
_—— x| " wlfde < z|“7 " Voul“dx
(- "25) [ elriopa < [ 1opiw

The condition divu = 0 is equivalent to

n—2
2

o dive = Vg - (7.120)

To simplify the exposition, we assume first that v, = 0. Now, (7.120) can

be written as
ov n

ga—;+§v9+pwzo,

where

0
D=_— -2 .
819+(n ) cot ¥

Note that D is the adjoint of —3/99 with respect to the scalar product

/O ! () g(0) (sin )" 2 d.

A straightforward, though lengthy calculation yields

v\ 2 Ovy 2 v, 2 Ovy 2

2 2_ 20 2 [ 9V Y% i’
eIVl =e <3Q> e (6’@) +(319> +<319>
0v,

+qu9 +(n— l)vg + (n —2)(cot 19)21)129 +2 <UQD1;19 — W@ﬁ) )

Hence, denoting by S™~! the unit sphere,

v, \ 2 Ovy 2 v, 2 Ovy 2
2 2 2 0 2 )
Vol|*ds = —= -— - —-—
¢ v [ {2 () 2 (5) + (55) + (55)
02 + (n — 1)1)3 + (n — 2)(cot ¥)%v2 + 41]@1)’019}(18.
(7.121)
Changing the variable ¢ to ¢ = log 0 and applying the Fourier transform

with respect to t,
v(t, 9) = w(A, D),

we derive
/ |z~ Vo2 de = / / {()\2 +n—Dw,* + (A% — n + 3)|wy|?
R R Jgn-1
ow, > owy | =21 12
+ 29 + B0 + (n —2)(sin ) ™" |wy|
+4%e(wQ’Dw,9)}dsd)\

(7.122)
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/ |x\7"\v|2dx:// \w|2dsd)\. (7.123)
R™ R.JSn—-1

From (7.120), we obtain

and

D’w19
= 7.124
e = TNt a2 (7.124)
which implies
|w |2 N 4D’LU19
¢ 422 + n?
and ST
_ n| 2wy
%e(wQDwg) = —m .
Introducing this into (7.122), we arrive at the identity
4|'Dw19|2
2—n 2
dr = (A —_—
N ¥ A (T
0
+(2 =+ 3)|w? + % + (0 — 2)(sin9) %y
4 0 > 8n|Dwyl?
— = — ————— pdsd\.
DTz |ov Dtz f%
We simplify the right-hand side to obtain
402 —n -1
/ |x|2*”|Vv|2dx _ / w +1 |D’LU19|2
Rn R 4)\2 +n2
A 5 5 (7.125)
2 2
+(A —n+3)|wy|* + —5——= D242 aﬁDU}g }dsd)\.

On the other hand, by (7.123) and (7.124)

4|Dw19\2
2—n v o 2
/]R{n 2 | ’U‘ do = //Sn 1 (4)\2 + n? * [wol” ) dsdA. (7.126)

Defining the self-adjoint operator

0
T=—55D.

or equivalently,
T = —69 + (n — 2)(sind) "2,

where 6y is the ¥ part of the LaplaceBeltrami operator on S™~!, we write
(7.125) and (7.126) as



7.7 L2-positivity for the Stokes system 235

/|x|2*”|w2dx=/ [ Q0w (7.127)
n R n—1

[otaliide = [ [ aovwndsar,
Rn R.Jgn-1

respectively, where ) and g are sesquilinear forms in wy, defined by

and

4N —n—1)

Q(A,wﬁ)z( PRC +1>Twﬂwﬂ

+()\2 fn+3)|w19\2+ |Tu}19|2

422 + n?

and

_ 4T wy Wy

©4M2 42
The eigenvalues of T are o, = v(v +n — 2),v € Z*. Representing wy as

an expansion in eigenfunctions of 7', we find

ot Jz Jgn-1 QX wy)dsdA
wo [o fsn,l q(\, wy)dsd\

q(A\, wy) lw .

2 2 7.128
e (%+1)av+)\2—”+3+4;§ﬁ (7128)
= inf inf 1 .
AER vEN Xy
4XN24n2
Thus our minimization problem reduces to finding
inf inf v)s 12
250 ;rele(x,a ) (7.129)
where
f(z,a) “3tay (1o 0
T,0) =T —n ay, [ 1— )
’ 4z + 4oy, + n2

The function f being increasing in x, the value (7.129) is equal to

. . 16

‘We have
0 16

J=1-—
oo, 10, 00) 4oy, + n?

Noting that
4o, +n? > 4(n—1)+n*=>4nvn—1,

we see that 5 )
v) 21— — .
(%z,,f(o’a ) n(n —1) >0
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Thusthe minimum of f(0, o, ), is attained at a; = n — 1 and and equals

n— 9)2
3—n+(n—1) (1 -1 _116) +n2) _ 4(2(_ 1)?n2 (7.130)

This completes the proof for the case v, = 0.
If we drop the assumption v, = 0, then, to the integrand on the right-hand
of (7.121), we should add the terms

2 (9ve 2+ vy 2+(~im9~im9 sin ) 202 (7.131)
Y 8@ 90 S S n—3...8 1 S .

The expression in (7.131) equals
%IV (vpe™?) 2.

As a result, the right-hand side of (7.127) is augmented by

// R(\, wy,) dsdA ,
R Jgn-1

RN wp) = [APwg]? + [V (wee')]?

where

with w = (¢,9,,—3,...,9). Hence,

- fRn |z|2fn|Vv|2dx — inf fR fSn,l(Q(x\,wﬂ) + R(A\ wy)) dsdA
v fRn |z| =" |v|?dz Wy, We fR fsn_l(q()\, wy) + |wy|?) dsdA

Using the fact that wy and w, are independent, the right-hand side is the
minimum of (7.128) and

> Jz Jgn-1 RN, w,) dsdX

7.132
Wo [ Jgnor [we|?dsdA (7.132)

Since wye™ is orthogonal to one on S™~!, we have

/ Vo (w,6)?ds > (n — 1)/ o, |Pds
Snfl

Sn—1

Hence the infimum in (7.132) is at most n — 1, which exceeds the value in
(7.130), and the result follows.

7.8 Semi-boundedness of a pseudo-differential operator

Here we prove the semi-boundedness of a pseudo-differential operator with a
non smooth symbol.
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Theorem 7.60. Let
o(z, &) = |f(z)|e(z,€) [€],

where e is a sufficiently smooth symbol of order zero, e(x,£) > 0 for €| # 0,
and let f be a function in C® such that x, f(x) > 0. Then the inequality

Fe(ou,u) > erl| [F1V2e 2 ul|Fa e — callullZa

holds for allu € C3°. Here e'/? is a singular integral operator with the symbol
e'?(x,€).

Proof. Let ¢(z) = x;* f(z). Since ¢(x) = 0 and ¢ € C?, we have Dp'/? < c.
Using A. P. Calderon’s theorem on commutators [7], we obtain !

Fe(ou,u) = Rel|zn|p' e 2u, (=A) 212 2u) + O(||u]]?).

We introduce the function v(z) = ¢'/?(z)e'/?(x, D)u. It remains to show
that
Re(fzalv, (—A)20) 2 1]l fral V20l 0 — o] (7.133)

If v is extended as a harmonic function on R : {(z1,...,2541)
Zpy1 > 0}, the left-hand side in the last inequality takes on the form

— Re <|xnv, (‘31}) :/ (22 + 22, )2 |Dv|?dedz, i
81‘n+1 r7H!
* (7.134)

2 2 \—1/2(, 2
_ /n+1 (, +2541) [v|*dxdz,41 -
R+
Moreover we have

/ N (zi+zi+1)71/2|v|2dazdmn+1 < c/ . Tpy1|Dv|?dedr, 1. (7.135)
R Ry

In fact, set ¢* = 2" + 22 41 and denote the integral in the left-hand side
of (7.135) by J. Integrating by parts, we obtain

-1
J = —2/ N Tpy10 Vg, drdTpiq
R™
i

N / + / 220 % dedr, (7.136)
0<2x,41<p 2Tp41>0

3
8/ xn+1|Dv|2dxdxn+1 + iJ +/ xi+1g—3q}2dxdxn+1 .
Ry

2Tp41>0

N

! According to this theorem, a commutator of functions in C®' and a first order
pseudo-differential operator with a smooth symbol is an operator of a nonpositive
order.



238 7 Weighted positivity and other related results

It remains to estimate the last integral. We introduce the cylindrical co-
ordinate (z,0,9): z € R*™ 1, 0 <9 <7, 0 < g < co. Then

ov
Ji ::/ xi+19731}2dmd:pn+1 = 72/ dz/ v — sin® ¥ dod?
2Tn41>0 Rn—1 2% pn41>0 8,9

1/2
< 2J11/2 / o|Dv|*dx
2xny1>0

Jp < 8/ \Dv|2dxdxn+1.
Ri+1xn+1

and therefore

By this estimate and (7.136), we obtain (7.135).
Combining (7.135) and the identity

2/ Tpy1|DvPdrda, :/ |v|2dx
RiJrl Rn

with (7.134), we obtain estimate (7.133).

7.9 Comments to Chapter 7

We collect here bibliographical informations concerning results of the present
chapter.

Let us note first that different kinds of weighted positivity of partial dif-
ferential and pseudo-differential operators have a number of applications in
qualitative theory of elliptic boundary value problems (see, e.g., Eilersten [21],
Luo and Maz’ya [57], Maz’ya [63, 64], Maz’ya and Donchev [68], Maz’ya and
Mayboroda [58, 59] et al.).

Results given in Sections 7.1 and 7.5 are due to Eilertsen [20] and [22],
respectively. In [22] Eilersten has studied also inequalities for other similar
quadratic forms. As a curious example, he considers the inequality

/ | A%V - Vu|z[*~"dz > 0, (7.137)

which is obtained replacing u by Vu in
/ (A?u) u|z[*""dz > 0, (7.138)
studied in Section 7.4. While, as proved for the first time in Maz’ya [64],
(7.138) holds for n = 5,6,7 but not for n > 8, the seemingly similar (7.137)

holds for n = 5,6,...,13 but not for n > 14.
In Sections 7.2 and 7.3 we follow Luo and Maz’ya [56, 57].
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The material in Subsections 7.4.1 and 7.4.2 can be found in Maz’ya [64]
and Mayboroda and Maz’ya [58] respectively. The extension of results in 7.4.2
to any dimensions is quite complicated. The results depend on the parity of
m,n and m — n/2 and different weights can be employed. We state only two
theorems, just in order to give a flavour of results and we refer to Maz’ya and
Mayboroda [59] for the proofs and related results.

We start with n odd. Let us denote by L™" the operator

m—1
e — (_1)m H (615 - Cj)(at + Cj + 1)’

Jj=0

where
¢;=2j—(m—(n—1)/2), 0<j<m-—1L

Theorem 7.61. Assume thatm € N and n € [3,2m+1]NN is odd. Let §2 be a
bounded domain in R™, O € R™\ 2,u € C(2) and v = ™= (=D/2t(y0 5).
Then for every & € £2 and T = log €] 71

/ Arw)dw < C [ (~Ay u(@)u(z)g(og 2]~ log|¢|)dz,
S’n,—l R’n

where

g(t, ) = et(Clh(t —-71)+Cy), t,1€eR,

and h is a unique solution of the equation
L™"h =§

(0 being the Dirac delta function) which is bounded and vanishes at +o0o. Here
C,Cy,Cy are some constants depending on m and n only.

Consider now the case of n even.

Theorem 7.62. Assume that m € N and n € [2,2m] NN is even. Let 2 be a
bounded domain in R™, O € R"\ 2,u € C(2) and v = M=/t (yo ). Let
R be a positive constant such that the support of u is contained in Bag. Then
there exist positive constants C,C",C", depending on m and n only, such that
for every £ € Bor and T = log €]~}

/ Arw)dw < C [ (—Ay u(@)u(z)g(og 2]~ log ¢ )dz,
Sn—l Rn

where Cr = 1og(4R) and g is defined by
g(t,7) = h(t = 7) + W(Cr +7) + C" + C"(Cr + 1),

where h is a unique solution of the equation
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m—1

H <—8§+(m—2—2j)2>h:(5, if m—n/2 is even

3.
1l
)

2
H <a§+(m+;2j1) )hé, if m—n/2 is odd
j=0

which vanishes at +00 and has at most linear growth or decay at —oco. p is a
constant depending on m and n only.

With respect to the Section 7.6, we mention a theorem by Kato [41], which
states that, if A is an accretive operator in a Hilbert space, then the fractional
powers A%, with 0 < « < 1, are accretive too. This suggests that the fractional
powers (—A)* (0 < a < 1) would be accretive on LP also for p # 2. This is
in fact true and Theorem 7.58 gives an explicit lower bound for the relevant
form. The material in Section 7.6 seems to be new.

Theorem 7.59, in Section 7.7, is a particular case of more general weighted
inequalities obtained by Costin and Maz’ya [12] (see also [67, Th.1-2, p.220—
229)).

The so called “sharp Garding inequality” appeared in the paper [35] by
Hormander: if a belongs to a certain class of smooth symbols and Zea > 0,
then

ZFe(a(x, D)u,u) = —Cllul|%m, ue C.

The matrix case was treated by Lax and Nirenberg [51]. Further develop-
ment is due to Melin [72], Beals [5], Fefferman and Phong [25] et al. . The
symbol of a in all these works is sufficiently smooth, at least it belongs to C!.
Theorem 7.60, which is due to Maz’ya [62], contains an improvement of the
sharp Garding inequality for a class of symbols a(x, £), whose first derivatives
in x may be discontinuous.
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