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Abstract

A priori bounds for solutions to (nonlinear) elliptic Neumann problems in open subsets
of IR™ are established via inequalities relating the Lebesgue measure of subsets of Q to their
relative capacity. Both norm and capacitary estimates for solutions, and norm estimates for
their gradients are derived which improve classical results even in the case of the Laplace
equation.

1 Introduction

We are concerned with a priori estimates for solutions to nonlinear elliptic problems, subject to
homogeneous Neumann boundary conditions, having the form

{—div(a(az,u, Vu)) = f(x) in Q

(1.1)
a(x,u,Vu) -n =0 on 00.

Here, Q is a connected open subset of IR™, n > 2, having finite Lebesgue measure ||, a :
Q x IR xIR® — IR" is a Carathéodory function fulfilling, for some p > 1 and for a.e. x € 2, the
ellipticity condition

(1.2) a(xz,t,&)- &> P for (t,€) € R xIR",

f € LY(), “-” stands for inner product in IR™, and n denotes the outward unit normal on 9.

Problems of this kind have been extensively studied in the literature. In particular, bounds
for their solutions are well known to depend not only on the exponent p and on the degree
of integrability of the datum f, but also on the regularity of the ground domain 2. As shown
in [Ma2, Ma3], such a regularity can be prescribed in terms of isoperimetric inequalities, and,
specifically, via the relative isoperimetric inequality in 2, which reads

(1.3) Aa(|E]) < P(E;Q) for every measurable set E C Q with |E| < ||/2.



Here, P(E; () denotes the perimeter of a measurable set E relative to 2, and A\q : [0, |Q|/2) —
[0, 00) is the isoperimetric function of Q. The method of [Ma3] relies upon truncation techniques
and on estimates on the level sets of solutions. Roughly speaking, such estimates require, in
turn, bounds for the measure of these level sets, whose boundary can overlap with 92, in terms
of the (n—1)-dimensional Hausdorff measure of the only part of their boundary which lies inside
Q. This accounts for the presence of the relative perimeter, instead of the whole perimeter, in
inequality (1.3), which plays its role at this stage.

The use of isoperimetric inequalities in a priori estimates is quite effective when dealing
with problems (1.1) in sufficiently regular domains €. This is even more apparent when the
Neumann boundary condition is replaced by the (homogeneous) Dirichlet condition: in this case,
the isoperimetric inequality to be employed is just the classical isoperimetric inequality involving
the standard perimeter in IR", since the level sets of solutions cannot reach 02 ([Ma3]), and the
relevant a priori estimates take the form of symmetrization comparison principles [Tal, Ta2]. (See
also [We] for an earlier related result, and [Ke, Tr, Va] for accounts of the vast bibliography on
developments on these topics.) However, isoperimetric methods need not yield the best possible
results in general.

In the present paper we propose, instead, an approach to a priori estimates for solutions to
problems (1.1), and for their gradient, relying upon isocapacitary inequalities. In a sense, the
isocapacitary inequality in an open set {2 can be regarded as a strengthening of (1.3), when the
relative perimeter of sets is replaced by their (condenser) p-capacity. The resulting inequality
tells us that

(1.4) vap(|E]) < C,(E,G) for every measurable set £ C G C Q with |G| < (9]/2,

where Cp(F, Q) is the p-capacity of the condenser (E;G) relative to Q, and vq, : [0, |Q]/2) —
[0, 00) is the isocapacitary function of  (we refer to Subsection 2.2 for basic material concerning
perimeter and capacity).

The conclusions that will be presented are new, as far as we know, even in the simplest linear
case when p = 2 and the differential operator in (1.1) is the Laplacian, and improve the available
results in the literature under two respects.

First, we obtain estimates in terms of the isocapacitary function vq ,, which are sharper than
corresponding estimates depending on the isoperimetric function Aq. As a consequence, bounds
are derived for norms of solutions and of their gradients that are essentially stronger then those
which follow via standard techniques, at least when irregular domains are involved.

Second, our method enables us also to deduce capacitary estimates for solutions, which
improve customary norm estimates even in regular domains, in that the role of the measure of
level sets in the definition of norms is played instead by their capacity.

Our key estimates for solutions u to (1.1), whose precise definition is given in Subsection 2.1,
have the form of both rearrangement and of pointwise capacitary inequalities, and are established
in Section 3. These inequalities are the starting point for the norm and capacitary bounds for u
in terms of norms of the datum f which are proved in Section 4. For example, one very special
case of our conclusions, yet giving the flavor of their nature, ensures that if f is bounded and

/ < s >P11ds
- = < o0,
0 Vﬂ,p(s) S

then any solution u to (1.1) is bounded as well — see Theorem 4.1 (v), Section 4.
Gradient estimates, resting upon closely related techniques, are the content of Section 5. Finally,
applications to special instances are exhibited in Section 6.



2 Preliminaries

2.1 Solutions

Since we are not going to assume a priori any extra integrabilty condition on the datum f and
any regularity on the domain €, a generalized notion of solution to the Neumann problem (1.1)
has to be adopted. The following definition of solution, patterned on that of entropy solution
introduced in [BBGGPV], turns out to be well suited for our framework.

Given any k1, k2 € IR, with k1 < ko, let T, 1, : IR — IR be the function defined as

ki if s<ky
(2.1) Tkl,kg(s) = S if kl <s< k‘Q
ko if ko < s.

Then, we set, for p > 1,

(2.2) W;P(Q) = {u: u is a measurable function in
such that T ;(u) € WHP(Q) for every k > 0} .

Here, W1P(Q) is the standard Sobolev space of weakly differentiable functions which belong to
LP(Q) together with their first-order derivatives.

[BBGGPV, Lemma 2.1] ensures that, for every u € W%’p (), a unique measurable function
Vi : Q — IR" exists such that

(2.3) V(T_k,k(u)) = VuX{|u\<k} a.e. in €

for every k > 0, where xg denotes the characteristic function of the set FE. Furthermore, u €
WLP(Q) if and only if u € LP(Q) and V,, € LP(Q,IR™), and, in this case, V,, = Vu, the weak
gradient of u. In what follows, with abuse of notation, for every u € W%’p (Q) we denote V,, by
Vu.

A function u € W%’p (€2) is called an entropy solution to (1.1) if

(2.4) /Qa(x, w, V) - V(T oy (4 — @) dzw < /Qf(x)Tkth (u—)dz

for every ¢ € WHP(Q) N L>®(Q) and every ki < k.

Let us emphasize that, since we are only concerned with a priori estimates, no additional as-
sumption on the function a(z,t,&) is really needed. However, in order to make definition (2.4)
meaningful for every u € W%’p (Q), one can assume that there exist a function g € L¥' (), where
p' = ;5. and a non-decreasing function H : [0,00) — [0, 00) such that, for a.e. € €1,

(2.5) la(z,t,&)] < H(|t]) (g(x) +1€P71)  for (t,€) € RxIR".

Actually, since Ty, k,(u — @) € L*(2), the integral on right-hand side of (2.4) is convergent
whenever f € L'(2). Moreover, inasmuch as VT}, ,(u — ¢) vanishes outside {k; + ¢ < u <
ko + ¢}, and wu is essentially bounded in this set if ¢ € L>°(Q), also the integral on the left-hand
side is convergent when (2.5) is in force.



2.2 Perimeter and capacity
The isoperimetric function Aq : [0, |2]/2) — [0,00) of Q is defined as
(2.6) Aa(s) =inf{P(E,Q):s < |E| <|Q]/2} for s € [0,]9]/2) .

Here, P(E;() is the perimeter of F relative to 2 (in the sense of geometric measure theory),
which agrees with H"~1(0M E N Q), where H"~! denotes the (n — 1)-dimensional Hausdorff
measure, and M E stands for the essential boundary of E (see e.g. [AFP, Ma4]).

The relative isoperimetric inequality (1.3) is a straightforward consequence of definition
(2.6). The point is that the isoperimetric function \q is explicitly known only for very special
domains, such as balls ([Ma4, BuZal), half-spaces and convex cones ([LP]). However, the available
qualitative and quantitative information on Aq is sufficient for several applications, including
Sobolev inequalities ([HK, Mal, Ma4, MP]), eigenvalue estimates ([Ch, Ci2, Ga]), and the a
priori bounds for solutions to Neumann problems mentioned in Section 1 ([Be, Ci2, Fe, MS1,
MS2, Ma3]).

In particular, the function Aq is known to be strictly positive in (0, |2|/2) when € is connected
[Ma4, Lemma 3.2.4]. Moreover, the asymptotic behavior of Aq(s) as s — 07 is related to the
regularity of the boundary of 2. For instance, when 2 has a Lipschitz boundary,

(2.7) Aa(s) = O(s/™) as s — 0

([Ma4, Corollary 3.2.1/3]). A parallel result dealing with sets with an Hélder continuous bound-
ary in the plane is contained in [Cil]. More precise asymptotic estimates for Aq can be derived
under additional assumptions on 952 (see e.g. [CY, Ci3)).

As mentioned in Section 1, the main novelty in this paper is in the use of estimates for the
Lebesgue measure of subsets of €2 via their relative condenser capacity instead of their relative
perimeter. In order to give a precise definition of this capacity, let us preliminarily recall a few
basic facts from potential theory.

The standard p-capacity of a set ¥ C ) can be defined for p > 1 as

(2.8) Cp(E) = inf {/ |VulPdx :u € Wol’p(Q), u > 1 in some neighbourhood of E} ,
Q

where VVO1 () denotes the closure in W1P(Q) of the set of smooth compactly supported func-
tions in €. A property concerning the pointwise behavior of functions is said to hold Cp-quasi
everywhere in (2, Cp-q.e. for short, if it is fulfilled outside a set of p-capacity zero.

Every function u € W1P(2) has a representative @ - its precise representative - which is Cp-quasi
continuous, in the sense that for every € > 0, there exists a set A C €, with C,(A) < ¢, such
that fio\ 4 is continuous in 2\ A. The function u is unique, up to subsets of p-capacity zero. In
what follows, we assume that any function u € W1P(£) agrees with its precise representative.
One has, for every set £ C ),

(2.9) Cp(E) = inf {/ |[VulPdz :u e Wol’p(ﬂ),u >1 Cp-q.e. in E}
Q

- see e.g. [MZ, Corollary 2.25].

The following definition is consistent with (2.9). Given sets E C G C £, we define the
capacity C,(E, G) of the condenser (E;G) relative to Q as
(2.10)

Cp(E,G) = inf {/ \VulP dz : w € WHP(Q),u > 1 Cp-qee. in E and u < 0 Cp-q.e. in Q\ G} .
Q



The p-isocapacitary function vq ) : [0,[€]/2) — [0, 00) of § is then given by

(2.11) wvop(s) =inf {Cp(E,G) : E and G are measurable subsets of 2 such that
EcCGcQ,s<|E|and |G| <|Q|/2} for s € [0, |€2]/2).

The function v, is clearly non-decreasing. In what follows, we shall always deal with the
left-continuous representative of vq ,, which, owing to the monotonicity of vq p, is pointwise
dominated by the right-hand side of (2.11).

With definition (2.11) in place, the isocapacitary inequality in  takes the form (1.4). Let
us mention that inequality (1.4) can be used, for instance, to characterize Sobolev inequalities
for arbitrary functions in W1?(Q) ([Ma4, MP)).

If p > 1, the functions Ao and vq j, are related by

2/2 g 1P
(2.12) vap(s) > (/ )\Qc(lr)p/) for s € (0,9|/2)

([Ma4, Proposition 4.3.4/1]). In particular, v, is strictly positive in (0,|€|/2) for every con-
nected open set having finite measure. Moreover,

(2.13) vap([2]/2=) = o0,
where the expression on the left-hand side of (2.13) stands for l|1Qn‘[} va,p(s).
s— 2=
Let us emphasize that, in general, a reverse inequality (even up to a multiplicative constant)
does not hold in (2.12). As will be clear in the next sections, this accounts for the fact that
estimates for solutions to (1.1) depending on v, are more accurate than those resting upon

Aq. However, the two sides of (2.12) are equivalent when (2 is sufficiently regular. This happens,
for instance, if €2 has a Lipschitz boundary. In this case, if 1 < p < n, then

(2.14) vap(s) =0(s ) as s — 07 .

Equation (2.14) is a consequence of (2.7), (2.12) and of the fact that

n—p\p-1 _
Colly :ly—al <rh) =non(C=7)"

for every x € IR™ and r > 0, where w,, denotes the measure of the unit ball in IR".

The following relations between the condenser capacity of level sets of functions from leJp (Q)
and integrals of their gradient over their level surfaces will be crucial in our approach.
The same argument as in the proof of [Ma4, Lemma 2.2.2/1] tells us that, if E C G C €, then

, 1 dt 1-p
(2.15) CL(E,G) =inf { (/0 (f{ . |VU]P1dH”1(g:))1/(p_l)) cu e WHP(Q),

u>1Cpq.e. in E and u <0 Cp-q.e. in Q\ G} :

As a consequence, for every u € Wr}’p (), one has that

dr

1-p
for t > 0.
Sy IVl 1= () “"”)

(2.16)  Cy({u>t}, {u>0}) < (/O :



Actually, if u € W%’p(Q), t>0, F={u>t}, and G = {u > 0}, then %Tkl,;62 (u) is an admissible
trial function on the right-hand side of (2.15), provided that k; < 0 and kg > t.
Now, given u € W%’p(Q), define 9, : [0,00) — [0,00) as

t dr
(2.17) Pu(t) = / — fort>0.
0 (Um0t 2) T

Moreover, set
(2.18) med(u) =sup{t € R: |[{u >t} > (9|/2},

the median of u, and observe that, if

(2.19) med(u) =0,
then
(2.20) H{u > 0} <[9]/2 and Hu <0} <9Q]/2.

Thus, given any u € W%’p(Q) fulfilling (2.19), from (1.4) applied with £ = {us > t} and
G = {uyx > 0}, and from (2.16) applied with u replaced by u4 and u_, we deduce that

(2.21) vap([{ue > t}]) < by, ()P for t > 0.

and u_ = ‘u|2_ Y the positive and the negative part of u, respectively.

Here, uy = M%

3 Rearrangement and pointwise capacitary inequalities

The present section is devoted to fundamental estimates for the decreasing rearrangement of
solutions to problem (1.1), and for the capacity of their level sets, in terms of the decreas-
ing rearrangement of the datum f. These estimates are the object of Theorems 3.1 and 3.4,
respectively.

In what follows, the distribution function of a measurable function u : 2 — IR is denoted by
y : [0,00) — [0,00), and defined as

pyu(t) = [{z € Q: |u(x)| > t}| for t > 0.
The decreasing rearrangement u* : (0,[€2]) — [0, 00) of u is given by
u*(s) = sup{t > 0: py(t) > s} for s € (0,9)).

Theorem 3.1 Let Q be a connected open subset of IR" having finite measure, and let w be an
entropy solution to problem (1.1). Let

(3.1) u=1u—med(q).

Then,

1

12]/2 r =T 1
(3.2) ul(s) S/ (/0 fi(P)dp> d(—Dvg ) )(r) for s €(0,19(/2).



1 1
Here, DV;2 p" denotes the derivative in the sense of measures of the non-increasing function v, p ,

and f+ and f— denote the positive part and the negative part of f, respectively.
Inequality (3.2) continues to hold even if vq,, is replaced by any non-decreasing, left-continuous
function v : [0,|Q2]/2) — [0,00) fulfilling

(3.3) v(s) <va(s)  Jorse[0,]01/2),

1
provided that the expression V(‘Q|/2—)ﬁ( O‘Ql/z fi(r)dr)»=T is added to the right-hand side in
case v(|Q]/2—) < oc.

Theorem 3.1 should be compared with a parallel result, to which we alluded above, relying
upon the relative isoperimetric inequality (1.3) and yielding, under the same assumptions,

/2 / pr =1 dr
(3.4) ws) < [ ( / f;<p>dp> o frse@))

— see [Ma3] for the linear case, and [Ci2, MS2] for the nonlinear case. The next Proposition shows
that the right-hand side of (3.2) never exceeds the right-hand side of (3.4), thus demonstrating
that estimate (3.2) is always at least as sharp as (3.4). As anticipated in Section 1, the former is
actually essentially stronger than the latter for certain domains 2 - see e.g. Example 3, Section
6.

Proposition 3.2 Let Q be a connected open subset of IR™ having finite measure, let p > 1, and
let vo, and Ao be the isocapacitary and the isoperimetric functions of 2, respectively. Assume
that f € L'(2). Then

EU ([ mp)@),;ld( s [ (/ Tf;z(p)dp)"il e

for s € (0,|Q2]/2).

Proof. Fix any s € (0,|2]/2). On calling ¢ : (0,]2]/2) — [0,00) the non-decreasing function
given by

B(r) = X(es2/2) (7 ( [ 56 dp) T fre@2)),

inequality (3.5) reads

3:5) [ emacogne < [ o0
0 P 0 Aq(r)P
Since ¢(r f[o ") d(D¢)(p) for r € (0,(€2|/2), and D¢ is a nonnegative measure, inequality (3.6)
is easﬂy seen to hold, via Fubini’s theorem, if
/Q/2 d(~Duvd 7)) < /QI/2 ar_ for p € (0,]92/2),
p P p Aa(r)?
namely, if
- Ql/2 gy
(3.7) Vg 7 (p) < / o frec9l2).

Inequality (3.7) is nothing but (2.12). O



Remark 3.3 An argument analogous to that in the proof of Proposition 3.2 shows that, if the
domain € is regular enough for v, and the right-hand side of (2.12) to be equivalent, namely
if a constant C' exists such that

o g N1
(3.9) v (s) < c(/ AQC(ZT)J for 5 € (0,91/2),

then a reverse inequality holds in (3.5) (up to a multiplicative constant) as well. As a consequence,
for this kind of domains, estimates (3.2) and (3.4) enable one to derive exactly the same a priori
bounds for wu.

Let us now turn to a pointwise capacitary estimate for solutions to problem (1.1), which is
the object of the next theorem. In what follows, we use the abridged notation

(3.9) Cpus (t) = Cp({us > t}, {uy > 0}) for ¢ > 0.

Theorem 3.4 Under the same assumptions as in Theorem 3.1, let Fy : [0,00) — [0,00) be the
functions defined as

T V{Zylp(rlfp) plj
(3.10) Fy(7) :/ </ fi(p)dp) dr for T € [0, 00),
0 0
where 1/5;7 :10,00) — [0, |92|/2) denotes the generalized right-continuous inverse of vq,. Then,

(3.11) Cpuy (t) < (Fi_l(t))l_p fort € (0,esssup u4).

The same statement continues to hold if vo, is replaced in (3.10) by any non-decreasing, left-
continuous function v : [0,|82]/2) — [0,00) fulfilling (3.3).

We shall first establish Theorem 3.4, and we shall then make use of (3.11) in the proof of
Theorem 3.1. The starting point in our derivation of (3.11) is a basic inequality contained in
the following lemma. The relevant inequality is a counterpart for entropy solutions to (1.1) of
analogous estimates for weak solutions to Dirichlet problems ([Ta2]; see also [Ma3] for the linear
case).

Lemma 3.5 Under the same assumptions as in Theorem 3.1,
Houy (t)
(3.12) / \Vu|PtdH"(z) < / fi(r)dr for a.e. t > 0.
{ut=t} 0

Proof. Since u € W%’p(Q), given any t,h > 0, we may choose ¢ = T_;;(u) and k1 =0, kp = h
in definition (2.4). Inasmuch as

0 if u<t
(313) T07h(U—T_t7t('LL)) = u—t if t§u§t—|—h
h if t+h<u,

we get

(3.14) / a(x,u, Vu) - Vudx < / f(z)(u(x) —t)dz + h/ f(z)dx.
{t<u<t+h} {t<u<t+h} {u>t+h}



Dividing through by h in (3.14) and making use of ellipticity condition (1.2) yield

1 1
(3.15) / |Vu|P dx < / f(z)(u(x) —t)dz +/ f(z)dz.
h {t<u<t+h} h {t<u<t+h} {u>t+h}

Hence, on passing to the limit as h — 07, and making use of the coarea formula for Sobolev
functions ([BrZi]) applied to truncations of u, we get

(3.16) / |Vul|P dH" ! (z) < / f(z)dz  forae. t>0.
{u=t} {u>t}
By the Hardy-Littlewood inequality ([BS, Theorem 2.2, Chap. 2]),

ug (1)
(3.17) /{u>t} f(z)dx < /{u>t} fr(x)de < /O# t fi(r)dr for t > 0.

Inequality (3.12) for u, follows from (3.16) and (3.17).
Replacing Ty p, by T-p 0 in (3.13) leads to inequality (3.12) for u_, via an analogous argument.
O

Proof of Theorem 3.4. We prove inequality (3.11) for u,, the proof for u_ being analogous.
Moreover, we deal with the general case where vq , is replaced by any function v as in (3.3).
Inequalities (2.21) and (3.3) entail that

(3.18) V(ftu, (1)) < Yy, (0)7P for t € (0, esssup u).
The generalized right-continuous inverse v~! of v fulfills

(3.19) s < v (v(s)) for s € [0,]9]/2).

From (3.18) and (3.19) one gets that

(3.20) fu, (1) < v, (t)lfp) for t € (0, esssup u).

The function v, is obviously locally absolutely continuous, and
(3.21) o (t) = 1
. L) = 171
(f{u:t} ’Vu‘P—ldHn—l(w)) /(p—1)

Combining (3.12), (3.20) and (3.21) yields

for a.e. t € (0,esssup u) .

, IR e GO I
(3.22) 1<, (1) /0 fi(r)dr for a.e. t € (0,esssup u) .

Hence,

t v (G (1)) =T
(3.23) t< /0 %(T)( /0 f;(r)dr> dr

Yuy(t) /(7P 1
= / </ fi(r) dr) dp = Fy(Yu, (1)) for t € (0, esssup u) .
0 0

Note that the first equality holds in (3.23) since Fy o1, is a locally absolutely continuous
function, being the composition of the locally absolutely continuous function ¢,, and of the
Lipschitz continuous function Fy. From (3.23) one gets

(3.24) Fimt) < by, (1) for t € (0, esssup u)

whence (3.11) follows, owing to (2.16). O
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We conclude this section with the proof of Theorem 3.1.

Proof of Theorem 3.1. As in the preceding proof, we focus on u4, and deal with the general
case where vq , is replaced by any function v satisfying (3.3).
Upon choosing t = v (s) in (3.23), one gets

s s [ e dp)”ll & frse(0]9)/2).
By (3.18),

(3.26) (it ((5))) < oy ()P or s € (0,]02/2)

On the other hand,

(3.27) S < (Wi(s)  forse (0,]01/2),

Inequalities (3.26) and (3.27) entail that

(3.28) u, (W' (s) Sv(s)TF  for s € (0,]90/2).

Coupling (3.25) and (3.28) yields

V(s)iiip

a2 wes [ /Oyl(rlp)fﬂp)dp)’% for s € (0,192]/2)

In order to complete the proof, our task is to show that

(3.30) /0 o ( /O S fi(p) dp)pl1 dr
= /S|Q/2 (/0 fi(p)dn) o d(—Dy;f;)(r) Fu(|Q]/2-) T (/0'9/2 f;(r)dr> =

for s € (0, |€2]/2). Formally, equation (3.30) follows via a change of variable. However, a rigorous
proof requires some care, since the function v need neither be absolutely continuous, nor strictly
increasing.

The left-hand side of (3.30) agrees with F'y (l/ﬁ (s)). The function VT i monotone, and hence
of (locally) bounded variation in (0,|€2|/2), whereas the function F is monotone and Lipschitz
continuous. Hence, F; o VT is of locally bounded variation in (0, |€2|/2), and the chain rule for
functions of bounded variation (see e.g. [AFP, Theorem 3.99]) tells us that

1

(331) D(Fyov™5) = B/ (v) [(v75) £ + DT + [Fy (v17) — Fu(v™ 7 )| HOLJ,

1
Here, £! denotes the one-dimensional Lebesgue measure, DvT-7 stands for the Cantor part of

1
the measure DvT-7, H is the 0-dimensional Hausdorff measure, i.e. the counting measure, .J,
is the jump set of v, namely

Ty ={s€(0,191/2) : v(s—) #v(s+)},
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and

(3.32) vi(s) =v(st) for s € (0,(92]/2).
Consider the first addendum on the right-hand side of (3.31). Let us set
(3.33) Dy = (vT7) L' + DuT,

the diffuse part of I/ﬁ. We have

1
1 1

v~ ) =1
(3.34) F#(I/liip)DZ/ﬂ = (/ fir) dr) Dyi-».
0

Since v~ 1(v(s)) = s if s does not belong to any open interval where v is constant, and since the
1

support of Dvir is disjoint from the union of all such intervals, one infers from (3.34) that

1
p—1 ~ 1
Dyvi-»,

(3.35) Fy/(vT5 () Dvms = (/0 £10r) dr)

As for the second addendum on the right-hand side of (3.31), we have, for each s € J,,

1

(3.36) Fy (V_il_%p(s)) —Fp (Vifp (s))

O = v (s) ot =
-/ ( / 71(0) dp> ar— [ ( / 11(0) dp> dr
0 0 0 0

1
/FP(S) (/() Filp)d )pild
=— [ Tp)dp r.
V}TP(S) 0

Since v=1(t) = s if s € J, and t € (v_(s), v4+(s)),

(3.37) /0 ’

Thus, (3.36) and (3.37) tell us that

R G

fi(p)dp = /OS fi(p)dp if r € (vi7(s), v (s)).
339 (R0 0) - RO = ([ o) B0 - T oL,

where D’yT% denotes the jump part of DT, Combining (3.31), (3.33), (3.34) and (3.38),
and recalling that D = D + D”, imply that

1

(3.39) D(FyovTs) = (/0 £1(r) dr) ﬁDyﬁ .
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Consequently,

(3.40) “ ( o )dpydr

—F+ v (3)) = ~D(Fy 0 v77) ([5,191/2)) + Fu (v77(102]/2-))

= Tfi(p)dp rild(—Dylflz))(T)+l/(]Q\/2—)ﬁ ml/zfi(,ﬂ)dr =
[s.121/2) \ Jo 0

for s € (0, |Q]/2) The conclusion (3.2) follows from (3.29) and (3.40). Notice that the term

v(|Q]/2—)1= p(f\ﬂl/Z filr dr)? T is actually missing in inequality (3.2) if v = vq,, or, more
generally, if v(|€2]/2—) = oo, since F{(0) = 0. O

4 Norm and capacitary estimates

Our purpose here is to show how Theorems 3.1 and 3.4 can be used to derive norm and capacitary
estimates, respectively, for solutions to problem (1.1) via norms of f. We shall exhibit a few
possible applications. The general advantage in the use of Theorems 3.1 and 3.4, which can
also be employed in other instances, is in that they reduce the original n-dimensional a priori
estimates for solutions to (1.1) to considerably simpler one-dimensional Hardy type inequalities.

We shall be concerned with estimates involving rearrangement invariant (r.i., for short) norms
or quasi-norms. Recall that a r.i. norm in € is a Banach function norm || - | x (o) such that

(4.1) luill x (@) = [luallx(@) whenever w1 =uy™.

A r.i. quasi-norm is defined analogously, save that it fulfills the triangle inequality only up to a
multiplicative constant.

The simplest instances of r.i. norms and quasi-norms are those in the Lebesgue spaces L4(£2)
with ¢ € [1,00] and g € (0, 1), respectively. The Luxemburg norms in the Orlicz spaces provide
an extension of the Lebesgue norms. Given a Young function Y : [0,00) — [0, 00], namely a
convex function vanishing at 0, the Luxemburg norm || - || Lv (@) 1s defined as

(4.2) lull (@ = inf {c >0 /QY<U(:))d:U < 1}.

Besides Lebesgue norms, corresponding to the choice Y (t) = ¢t with ¢ > 1, customary examples
of Luxemburg norms include the exponential norms ||ul|gypre (o), With a > 0, associated with
the Young functions Y (t) = ' — 1.

Another useful class of r.i. quasi-norms (which are, in fact, norms in many instances) is that
of the so-called classical Lorentz spaces. Given a number k € (0,00) and a locally integrable
function w : (0, 00) — (0,00), we set

(43) lullagior = i@l ds)l1

for any measurable function u in Q. A variant of (4.3) is obtained on replacing u* by the function
u** defined as

u(s) = /0 u*(r)dr for s > 0.
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Observe that u** is a decreasing function, and u*(s) < u**(s) for s > 0. The resulting quantity
is denoted by ||ul|p (). Namely, we set

(4.4 lesior = [ w0t as)’

for any measurable function v in €.

The special choice w(s) = sg_l, with ¢,k > 0 in (4.3) and (4.4) yields the standard Lorentz
quasi-norms

(45 il = ([ (séu*<s>>’“d5‘9>'1

and
U kds ®
(45) fullgani = ([ () )"
Note that || - || ek (o) and || - [[1@.r q) are equivalent (up to multiplicative constants) whenever

g > 1. Note also that, if ¢ > 1 and 0 < k1 < ko < 00, a constant C' = C(q, k1, k2) exists such
that

(4.7) ”UHqukz(Q) < CHUHLQM(Q)

for every measurable function v in 2.
Thanks to the equimeasurability of  and u*, one has

(4.8) lullagy = v Laco, 1))
for ¢ > 0, whence, in particular, || - || fa.qq) = || - [|a(). Moreover, if ¢ > 1, then
(4.9) [u™ M zago,0) < Cllw" [l zago,)

for some constant C' = C(q) and for every measurable function u in Q. An analogue of (4.8)
continues to hold for the Luxemburg norms, i.e.

(4.10) ull Ly @) = llw"ll v 0,101

for every Toung function Y and for every measurable function u in . The very definitions (4.3)-
(4.6) yield a corresponding property also for || - [[ax ), || lrx@)s [| -l zar @) and ||+ | L@k (q)- For
further details on r.i. spaces we refer to [BS].

Theorem 4.1 Let Q, p, v, f and u be as in Theorem 3.1. Let 1 < g < 00 and 0 < 0 < 0.
Assume that f € LI(Q). Then a constant C' exists such that

1
(4.11) lull oy < CIF Ity
if either
(i) 1<g<oo,qlp—1) <o <o and

e

(4.12) sup
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or
(i) 1<g<oo,0<0<q(p—1) and

(4.13) /'Ql/2 < i >q(,,”f)c,d
. — 5 < 00,
0 v(s)

or
(iii) 0 =00, q(p—1) <1 and

(4.14) sup —— < 00,
0<s<% U(S>

or
(iv) o =00, 1 <q(p—1) < o0 and

91/2 7 g2-p\ 75-D=T
4.15 / < > ds < o0,
(415 o\

or
(V) 0 =00, ¢ =00 and

(4.16) /Olm/z (Vé)> pilcf <0,

or
(vi) 0 < 00, ¢ =00 and

(4.17) /OIQW ((yig))pll - /SIQVQ (I/(:))T'llcff)Uds < o0,

or
(vii) 0 < o0, ¢=1 and
/2 4
(4.18) —ds < 00.
0 v(s)r—1t

Moreover, in each one of cases (i)-(vii), the constant C' in (4.11) depends only on the quantity
1
on the left-hand side of (4.12)-(4.18), respectively, and on p, q, o, |Q| and vi=7(|Q]/2—).

Proof. Our starting point is Theorem 3.1. Let us assume, throughout the proof, that v(|2|/2—) =
oo. If this is not the case, the extra term appearing on the right-hand side of (3.2) in that theorem
can be easily estimated by Holder’s inequality.

Assume first that 0 < 0 < 0o and 1 < g < 00, and hence that we are dealing with cases (i)-(ii).
Owing to (4.8) and (4.9), inequality (4.11) will follow if we show that

21/2 = |21/2 T
(4.19) ( /0 ui(s)”ds) §C< /O fi**(s)qu>( )

for some constant C' depending on the quantities specified in the statement, and for every
f € L1(Q). In particular, the constant in (4.11) will depend only on the constant C' in (4.19)
and on ¢. By Theorem 3.1, inequality (4.19) is in turn reduced to showing that

(4.20)

2/ Ql/ L . T N\ |2/ ey
([ mroracprne) a) <o [77 o)
0 S 0
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1
for every f € L9(£2). Thus, upon setting ¢ = (f+**)»—1, we are led to prove that

I O A O T I N (M

for every non-increasing function ¢ : (0,|2]/2) — [0,00). Inequality (4.21) can be handled by
[Go, Theorem 1.1]. Assume first that

(4.22) qlp—1) > 1.

Then [Go, Theorem 1.1] tells us that inequality (4.21) holds provided that the quantities H and
K given by
(4.23)

(g (L2 r d(=DvTs)(r))"ds)

H = 0<p<|Q| pQ(p D)

( /2 (fo (f 7T d(— Duﬁ)(v"))

if qp—1)<o

q(p—1) q(p—1)—0c

ds) a(p—1)—0c p%-ldp) go(p—1) lf q(p o 1) >0

(e

and
4.24
( ) 1 [2]/2 1 q(p—1) 1 q(p—1)—1
sup 30(/ (/ r»-1 d(—Dvi-r p)(/r)) q(p—l)—lpm—ldp) a(p—1)
0<s<% s s
K= if gp—1)<o
1 9(p—1) 1 olg(p=1)—1] alp—1) q(p—1)—0
<I|Q|/2 <I|Q|/2 (f ro— " d(— Dl/ﬂ)(r» q(pinilpmildp) a(p—1)—o SWildS> a(p—1)o
if gqp—1)>0

are finite. Moreover, the constant C' in (4.21) depends only on H,K, p, ¢, o and |Q|. Note that,
in fact, the result of [Go|] deals with more general inequalities in the whole of (0, c0); however,
as far as (4.21) is concerned, the conditions of [Go, Theorem 1.1] can be easily shown to reduce
to the finiteness of H and K.

Consider case (i); namely, assume that

(4.25) qglp—1) <o

Observe that

(4.26)

= Lo 1 L
/ re=td(=Dvi=e)(r) Sspflylfp(s)—i_pfl re=1 yT-p(r)dr ifo<s<p<|Q/2

Thus
1 .1

(4.27) H < sup (Jy o7 T (s)ds)” +1ﬁ( g (JLrr v (r))%ds)?

B 0<p<m| pﬁ )
and

1 1 1

1
(428) K <C sup s° piyTr(s)s a@D
O<s<l%|

q(p—1) a(p—1)—1

€2]/2 p
+C sup S% (/ (/ rp%lfl yﬁ(r) d?”) Q(p_l)_lp%—ldl)) q(p—1)
s s

1]
O<s< 5
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for some constant C' = C(p, q, o). Denote by K; and K5 the addenda on the right-hand side of
4.28). Assumption (4.12) is equivalent to
(
(4.29) K| < o0,
and can be written as
(4.30) s7T o5 (5) < Crsa-D @ for s € (0,]9/2),

where C agrees with the left-hand side of (4.12). Furthermore,

1 1€]/2 p L1y q(z?zl)1 1 , q(pfl)lfl
(431) Ky <C sup so (/ </ rap-1" o dT‘) q(p—1)— pi-alp=1 dp) q(p—1) <00,
s s

0<s<%

for some constant C' = C(C1, p, q,0). Inequality (4.30) also entails that

P sam D L ds) 7 P e a1 g o 2
(4.32) H<C sup (fO sae—t dS) +(f0 (lfs ralp—1 d?“) ds) .

0<p<% p‘Z(T—’71>

for some constant C' = C'(C4, p, ¢, 0). Owing to (4.29), (4.31) and (4.32), inequality (4.21) follows,
and hence (4.11) is established when assumption (4.22) is in force. Under the same assumption,
let us consider case (ii), namely suppose that

(4.33) glp—1)>o0.

By (4.26), we have now

a(p—1)—0c

[2[/2 P s e % o 4 qo(p=1)
(4.34) H< C(/ </ sp—1V(s)1—pd8> po-i=t dp)
0 0

(p q(p—1)—0c

A SN e\ e
o (e ) )
0 0 s

and
(4.35)

Q02 4 e o2 N een O\ S
K<C (517*1]/1717(3))4(1?—1)—1 pT-a=1 " "dp sap-D—o (s

0 s

q(p—1) olg(p—1)—1] g(p=1)—0c

1©2/2 [$2]/2 N R U alp—1)—1 1 -1 Ta(p-D—o  _alp=1) _4 q(p—1)o
+C / / / re=1 " pi-p(r)dr pl=ae=1" "dp salp=D=o (g
0 s s

for some constant C' = C(p, ¢, o). Let us denote by Hj and H} and by K/ and by K/, the addenda
on the right-hand sides of (4.34) and (4.35), respectively. By (4.13),

a(p—1)—c

(4.36) K <C / (s YT N
. ' 0 v(s) ’
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for some constant C' = C(p, q,0). Let us next estimate K}. By Minkowski integral inequality,

(4.37)
a(p—1)—1

(p—1)
1€2(/2 L SR U q(qpil)—l 1 1 q(p—1)
rp—1 vi-p (r) dr pi-ale=1) dp
s s
a(p—1)—1

[2[/2 12[/2 g 1 q(p—1) 1 1 q(p—1)
S/O /0 X(s,021/2) (0) X (5,p) (1) (7=~ w77 (1)) {01 pT=ale=D) " "dp dr

/2 1ol et /2 L
g/ (=) / prmldp) T A c/ ()7 ar
s I/(T’) r r S V(T')

for some constant C' = C(p, q). Thus,

Q02 plolz 1 EITSVE (p-1)-
s wpso( [ ([ (o)) T ) T
0 s v\r

for some constant C' = C(p, q,0). We claim that
(4.39)

oq(p—1) o
Q2 popll2 0 4 NaeDe _ae-n N
(7) r ale=1) “dpr salp— 1)—0 ds < C — ds
0 s v(r) v(s)

for some constant C' = C(p, q,0). Actually, inequality (4.39) is a Hardy type inequality for the
1

(decreasing) function v 1-r, which follows via standard criteria when % > 1 (see e.g. [Mad,

Section 1.3]), and via [Go, Theorem 1.1] when 4= < 1. By (4.38), (4.39) and (4.13), we

have that K} < 0o, a piece of information which, combined with (4.36), yields

(4.40) K <.

We now estimate the quantities H; and H/. Since qé(f I)l_)a > 1, by a Hardy inequality ([Ma4,
Section 1.3]), one has that

1€2]/2 s \:4 % o 1 iz s D
‘ 5\ a0 gy < 2 )b
(4.41) /0 (/0 <u(s)) ds> p dp < C/o (1/(5)) ds

for some constant C' = C(p, ¢, o). Thus, owing to (4.41) and (4.13),

(4.42) Hi < .
As far as H/ is concerned, inasmuch as ﬁ > 1 we have that

q(p—1

Q2 /1 pegopRU2 o\ s
(4.43) H,} S/ </ (/ re=1 Vl—P(r)dr) ds) dp
0 P Jo s

ogq(p—1)

|©2]/2 ez, a-1)—0
< C/ </ rp-1 ul—P(r)dr> dp,
0 p

for some constant C' = C(p, q,0). Observe that the last inequality holds by the plain Hardy
inequality. Moreover,

|Q‘/2 IQV2 14 1 q(p 1)—0 |QV2 /r- ﬁ
(4.44) / / re=1 yi-p(r)dr C/ dr
0 p
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for some constant C' = C(p,q,0), as a consequence of a standard Hardy type inequality if

q?g(_pl_)i)a > 1 ([Mad4, Section 1.3]), and of a Hardy type inequality for non-increasing functions
[Go, Theorem 1.1] if % < 1. By (4.43), (4.44) and (4.13), one has that H) < oo, whence,
owing also to (4.42),

(4.45) H < oo.

Thanks to (4.40) and (4.45), inequality (4.21) follows. Hence, inequality (4.11) is proved also in
case (ii) under assumption (4.22).
When (4.22) is not fulfilled, namely when

(4.46) qlp—1) <1,

[Go, Theorem 1.1] tells us that (4.21) holds if both the quantity H given by (4.23) and the
quantity M defined as

(4.47)
e L
re=1 d(—Dvi-r)(r
sup ( wp A ><>> P
B O<s<% 3<p<|%‘ pq(pfl)
172 P 5T d(— Dy )(r)\ 1ot et Ty
</ < sup fs ( i )( ))qp galp—1)—0o 1ds> a(p if q(p—l) >0,
0 s<p<% pap—1)

are finite. (As in the case where (4.22) is in force, this assertion requires a simple additional
argument, since the characterization of [Go] concerns inequalities in (0, 00).) The proof of the
fact that H is finite is exactly the same as in the case when g(p —1) > 1. As for M, assume first
that (4.25) is fulfilled. Then, by (4.26),

1 1
L1 1 1 < 1 fsprpl_lulp(r)dr>

(448) M < sup sp-1'c ae-DypT-p(s)+ —— sup |[sv sup -
0<s<% p—1 s<p<|L22‘ par—b

0<s<‘%‘

The right-hand side of (4.48) is bounded by a constant depending only on p and on the left-hand
side of (4.12). Thus (4.21), and hence (4.11), follow in case (i).
If (4.33) is in force, then, by (4.26),

a(p—1)—c

|QV2 —Zd oq(p—1)
(4.49) M < C’(/ (i) ap-1)—o ds)
0 v(s)
(p—1) a(p—1)—c

1 1 o
1€21/2 fprﬁfll/ﬂ(r)dr - o oq(p—1)
+C sup =2 salp-D-o(s
0

1
s<p<% pq(p*l)

for some constant C' = C(p,q,0). The former addendum on the right-hand side of (4.49) is
finite, by (4.13). The latter does not exceed

(p—1) a(p—1)—c

Q2 oopRlz 5 W-D=5 \ edm-T)
(4.50) C</ </ re=1 pI-p (r)dr) ds) ,
0 s

an expression which, by (4.44), can be bounded by the left-hand side of (4.13). Therefore, we
have shown that both H and M are finite; consequently, (4.21), and hence (4.11), follow also in
this case. The proof of cases (i) and (ii) is complete.
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We now take into account the case when o = oo and 1 < ¢ < co. By Theorem 3.1, inequality
(4.11) is reduced to showing that

s ([ [ o) aeo) <of [ )T

for some constant C. Inequality (4.51) follows from either (4.14) or (4.15), according to whether
q(p—1) < lorq(p—1) > 1, by a weighted Hardy type inequality ([Ma4, Section 1.3]). This
establishes cases (iii) and (iv).

In case (v), namely if both o = 0o and ¢ = 0o, one has

19]/2 s 4 )
fusllmio < | < / f;;(r)dr) d(~Dv5 ) (s)

I Ly g s
< ”fi‘zocl(omw)/o sr=1 d(—DvT-r)(s) < Hf:l:”zool(ﬂ)p_l/o (1/(3)) -

S

where the first inequality holds owing to Theorem 3.1, and the last one follows via Fubini’s
theorem. Thus, (4.11) is a consequence of (4.16).
Next, if 0 < 00 and g = 0o

) Q2 g2 RS
||uium>=HuinLo(o,mms( /0 ( [ <r>p—1rp—1d<—Dw—p><r>) ds)

/2, plol/z . N
< Hfﬁ:”Loo 0.191/2) (/o (/ rp—1 d(—Dl/l—P)(’l“)> ds>
L 91/2 s \ =1 1 sz . N dr\® \ s
szl [ (Go)™ ol () %))

where the last inequality rests upon (4.26). Therefore, (4.11) holds thanks to (4.17). Case (vi)
is thus established.
Let us finally consider case (vii), namely, assume that o < oo and ¢ = 1. Since

Q=

- 1
(4.52) Fe7(s) = Zlfllne) for s € (0,€/2),
we have
. Q2 popel2 0\ 7
losllzoo = bl < ([ ([ £ 0R e a-oemnn ) as)
1 1Ql/2 / rlol/2 L 7 N7
ST ( / ( / d<_Dy1p>(r>> ds)
22, %
< Hfium (/O m(s)ds>
Inequality (4.11) follows from (4.18) O

The next result deals with a inequality between classical Lorentz norms of v and f.
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Proposition 4.2 Let Q, p, v, f and u be as in Theorem 3.1. Let k € (0,00), and let w,? :
k

(0,19]) — [0,00) be measurable functions. Assume that f € T5"(Q). Then a constant C exists
such that

1
(4.53) [ull gk @) < ClIP %
rs=' Q)

if

==

(4.54) sup (e S%Vﬁﬁ(s)ds)% +(Jo (fsprﬁil v (r) dr)"9(s)ds)
’ 1

0<p<lgt (J5 w(s)ds)*
and either 0 < k <1 and

(155) . [(/()sﬁ(P)dﬂy wp [P yllp(r)dr] .

0<s<I2 s<p<IZ (fopw(r)dr)%

< 00,

ork>1 and
(4.56)

) G G ) )]

Moreover, the constant C in (4.53) depends on p, k, ||, Vﬁ(|Q|/2—) and the quantities on
the left-hand sides of (4.54) and either (4.55) or (4.56).

Proof, sketched. By Theorem 3.1, inequality (4.53) is reduced to showing that

o </om ([M e )7 d(_Dl’ll”)(T)>k?9(s)d8>i

2/ 5 %
<o [ rrra)

for every f € TE™" () (we are assuming, as in the proof of Theorem 4.1, that v(|Q|/2—) = c0).
1

Inequality (4.57) is a weighted Hardy inequality for non increasing functions (fi+**)»=T. The

conclusion follows via an application of [Go, Theorem 1.1] and of inequality (4.26). O

A specialization of Proposition 4.2 to the case of standard Lorentz spaces yields the following
corollary.

Corollary 4.3 Let Q, p, v, f and u be as in Theorem 3.1. Let k,q,0 € (0,00). Assume that
k
fe L(q’ﬁ)(Q). If condition (4.12) is fulfilled, then a constant C, depending on k, q, o, |9,
1
vi-r(|Q]/2—) and the left-hand side of (4.12), exists such that

1
(4.58) lull oy < CIAITT o)
L™ r=17(Q)

Proof. By Proposition 4.2, it suffices to show that, under (4.12), condition (4.54), and either
(4.55) or (4.56), according to whether 0 < k < 1 or k£ > 1, hold, with J(s) = so~! and

_k
w(s) = salp=1 !, This can be verified by an easy computation. O
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We now focus on capacitary estimates. These can be derived via the following result, which
rests upon Theorem 3.4.

Theorem 4.4 Let Q, p, v, f and u be as in Theorem 3.1. Let A, B : [0,00) — [0, 00) be locally
Lipschitz continuous increasing functions vanishing at 0; namely,

(4.59) A(t) = /Ot a(T)dr fort>0

(4.60) B(t) = /Ot b(t)dr fort>0,

for some locally bounded measurable functions a,b : (0,00) — (0,00) which are integrable at 0.
Then

(4.61) /0 b B(Cpus (£))a(t)dt

<AM”A(LWQ(Ai@@m@p“a—pw%xm+ummmafp<[9ﬂﬁwmﬁp%)ﬂDwmmw>

o0 . /2 =
Al tT-» L(r)d b(t)dt.
+/y(|9/2_) <t </o J(r) r> > (t)dt

If v(|Q2|/2—) = oo (and hence, in particular, if v = vq ), then the term involving y(\Q]/2—)T1P
and the last integral on the right-hand side of (4.61) are missing.

Proof. As in the proof of Theorems 3.1 and 3.4, we focus on u4. Let us set

Q:”“W”*;<AMﬂﬁva*ﬂ

By Theorem 3.4,

00 F (o0)
(4.62) /0 B(Cpa, (1)) alt)dt < /O B(F, " (t)P)a(t)dt,

where F' (00) = lim;_,o F (7). Since F is absolutely continuous (Lipschitz continuous, in fact)
and F’ is non-increasing and strictly positive in any bounded interval in [0, 00), the function
F,71:[0,Fy(c0)) — [0,00) is also locally absolutely continuous. Hence,

(4.63) /OF+(OO)B(F+1(t)1p)a(t)dt

:/Omoo)(_/tmoo) [B(F+_1(T)1—p)]’d7>a(t)dt

T

F+(OO) ’
:/ —[B(F. 1 (n)'P)] / a(t)dt dr
0

0
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1

v(i9l/2-) I, pi(rion) L
g A< ( / f;(p)dp) dT)b(t) dt
0 0

tT=p “L(rl-p) =
A< ( fi(p)dp) dT) b(t) dt
|ﬂ|/2 o

(19/2-) A< 'Q'/2</ filp dp)lld(pwip)(rHQ)b(t)dt

. /2 =1
Al tT-» *
—1—/11('9'/2) <t (/0 f+(r)d7“) )b(t)dt,

where the inequality holds since v is left-continuous, and hence v(v~1(t)) <t for t > 0, and the
last equality is a consequence of (3.40).

Now, consider the function ¥ : [0, v(|Q|/2—)) — [0, 00) given by

(4.64)

U(t) = /:OQW_) A(/j(/j) (/0 fi(p)dp> 7 d( - DvTF)(r) + Q>b(r) dr  for t € [0,00).

Such a function is non-increasing and locally Lipschitz continuous in (0, 00). The chain rule for
functions of bounded variation [AFP, Theorem 3.99] yields
(4.65)

D(Wov) = —A( / Qllf) ( / T fi(p)dp> o d(—Dv%(rH@)b(u)ﬁw (W)W ()| HOL T,

where Dv = /L' + D, the diffuse part of v, and vs are defined by (3.32). Since v~! is the
right-continuous inverse of v,

(4.66) s < v u(s)) for s € (0, |9|/2).

Thus,

(4.67) ( / Q'(/) ( PR dp) . d(—DVllp)(T’)JrQ)b(V(S))

121/2 = N
< A</ (/ f.T.(P)d,O) d( — Dyl—p)(T‘) + Q) b(l/(s)) for s € (0’ ‘Q|/2)
s 0
On the other hand, if s € J,,

(4.68)  W(vi(s )) ( (s))

</IQ|/2 (/ Filp dp) & d(—DVllp)(r)—FQ)b(T) dr
Q|/2<
Rve:

\\A
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where the second equality holds since v~1(¢) = s if v_(s) < t < vy (s). Combining (4.65), (4.67)
and (4.68) yields

(4.69) —D(¥ov) §A</IQV2 </0Tfi(p)dp>pi1d( Dvi-» ,,)( )+Q> (Bov).

Observe that here we have exploited the fact that, by the chain rule again, D(Bov) = b(v)Dv+
[B(v4+) — B(v-)]H°|J,. Consequently,

(4.70) /Oy(lw) (/QW</ £ dp) w1 d(—Dulip)(rHQ)b(t)dt

= T(u(0)) = ~D(¥ o) ([0, [21/2))

<[ [T([ e >d(—DVIIP)(r)+Q>d(D(BOV))(S)7

where the second equality holds since U(v(|€2|/2—)) = 0. Inequality (4.61) follows from (4.63)
and (4.70). m

Theorem 4.4 can be used, for instance, to deduce the following capacitary inequalities for
solutions u to (1.1) in terms of Lebesgue norms of f, when the isocapacitary function vq , admits
a power type lower bound near 0.

Proposition 4.5 Let Q, p, f and u be as in Theorem 3.1. Assume that there exist v € (0,1)
and Cy > 0 such that

(4.71) vap(s) > Cos” for s € (0,]Q]/2).
Let f € L1(Q )for some q > 1.
(i) If 1 < g < 1=, then a constant C = C(Co,",p,q,|Q|) exists such that
1

0 1-q(1—7) ap—1) | ?
(4.72) ; Cpus(t) 7 d(t )| < Cllfllrae
(ii) If g = T and ¥— > 1, then a constant C' = C(Cy,~,p,|QY|) exists such that

x calal \]TE e\
am ([ [1 riog, (L) a0t ) i
0 Cpus ()7 L=

Here, log, (s) = max{log(s),0}.
iii) If ¢ =1 and B is any function as in (4.60) fulfilling

(4.74) /0 (tt) t < oo,

then a constant C = C(Cy,~,p, ||, B) exists such that

(4.75) /0 " B(Cpun () d(® ) < Ol 11
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Proof, sketched. Assume first that 1 < ¢ < ﬁ Owing to Theorem 4.4 and to (4.71),
inequality (4.72) can be reduced to showing that

11/2 121/2 L1y g 2D : 19]/2 1
(4.76) (/ </ f ¥ (r)yr e dr) S_Q(l_’y)d8> < C(/ fi**(s)qd8>
0 s 0

for some constant C' = C(7,p,q, |€?|) (the extra terms appearing on the right-hand side of (4.61)
are easily estimated by Holder’s inequality) Inequality (4.76) follows via [Go, Theorem 1.1].
Similarly, when ¢ = % and ¥— = > 1, again Theorem 4.4 and (4.71) can be used to show

that (4.73) follows from !

am ([T fm)p%m—ldr)“( Lo (1)) )
21/2 L\
< C(/O fi**(s)uds>

for some constant C' = C(v, 3,p, |€?]). Inequality (4.77) can be derived from [Go, Theorem 1.1].
Finally, if ¢ = 1, inequality (4.75) follows via Theorem 4.4 and inequalities (4.71) and (4.52).
|

As a consequence of Proposition 4.5 and of the isocapacitary inequality (1.4) (and of Theorem
4.1), we have the following corollary.

Corollary 4.6 Let ), p, v, Cy and u be as in Proposition 4.5. Assume that f € L1(Q) for some
q>1.
(i) If 1 < q¢ < 1=, then a constant C' = C(Cy,",p, q, |Q2|) exists such that

(4.78) lull a-u <C\|f||Lq @ -
LT=a( Q)

(i) If ¢ = ﬁ and % > 1, then a constant C = C(Cy,~,p, |]) ezists such that

1
4.79 - <C P .
(4.79) HUHEXPM;Q o <CHITL
(iii) If either q = 1% and ¥— S <Lorqg>— , then a constant C = C(Cy,~,p,q,|S?|) exists
such that
1
(4.80) [ul| oo (@) < CHfo;(lQ)-

Proof. Assume that ¢ < ﬁ Inequalities (4.72), (1.4) and (4.71) entail that

1
0 q(p—1)
(1.81) ([ et aeoe) ™ < i
0
for some constant C' = C(Cy,~,p, q, |2]). The quantity on the left-hand side of (4.81) is equiv-
alent to ||u|| -1 1 _»and by (4.7) the latter dominates ||u|| q4p-1) (up to a multi-
T 1P () LT-a(1=7) (Q)

plicative constant), since 1q(q( )) > q(p — 1). Inequality (4.78) follows.
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When ¢ = ﬁ and % > 1, we infer from (4.73), via (1.4) and (4.71), that

(4.82) (/ {l—i-log( itl ﬂ o d(tﬁ)) o <C|fIFL
0 fuz () LT-7(9)

Clearly,

(4.83)
pP—y 1=y 2—p—y 1—y

(o )] ) (o (2)] )

ol 1—v 2-p—y

o (B ([ 0) 7 oo e

Inequalities (4.82) and (4.83) entail that

1 Q151
(4.84) wi(s) < 1AL [1 +log (' ‘)] T forse (0,191/2)
LT (Q) s
whence (4.79) follows.
Finally, if ¢ > ﬁ, inequality (4.80) is a consequence of Theorem 4.1 (iii) and (iv). O

Remark 4.7 An inspection of the proof of Corollary 4.6 reveals that, in fact, the Lebesgue
norm of u in (4.78) can be replaced by the stronger Lorentz norm appearing on the left-hand
side of (4.81), and that the exponential norm of u in (4.79) can be replaced by the stronger
Lorentz-Zygmund norm appearing on the left-hand side of (4.82) (in the spirit of the limiting
Sobolev embedding of [BW, Ha, Ma4]). Moreover, when ¢ = 1 and b fulfills (4.74), then one can
infer from (4.75) that

_1
ullyg-s ey < Ol Ery

for some constant C' = C(Co, 7, p, ||, B), where w(s) = b(s7)s?~1.

5 Gradient bounds

The approach via capacitary inequalities is exploited in this section to derive estimates for
Lebesgue norms of the gradient of solutions to (1.1).

Theorem 5.1 Let Q, p, v, [ and u be as in Theorem 3.1. Let 1 < g < 0o and let 0 < ¢ < p.
Assume that f € L1(Q). Then a constant C' exists such that

_1
(5.1) IVull o) < Cll Iy

if either
(i) ¢>1,q(p—1) <o and

p(p=1) p
51+ 0 q

(5.2) sup ————— < 00,
0<s<% V(S)

or
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(i) 1<g<oo,0<po<qlp—1) and

1€21/2 S p[Q(pQ—ql)—e]
5.3 / <> ds < o0,
(5:3) 0 v(s)

or
(iii) ¢ = oo and

(5.4) /Omvz (st)> MT{I)ds < 00,

or
(iv) ¢=1 and
|Q]/2 K—2
(5.5) p>inf{/{:/ i 1ds<c>o}.
0 0 y(s)ﬁ

Moreover, in cases (i), (i), (i) the constant C' in (5.1) depends on p, q, o and the quantity
on the left-hand side of (5.2), (5.3), (5.4), respectively. In case (iv), the constant C' in (5.1)

depends on p, o and inf,_, _» [(|Q\/2)§_k(§ - /{)_(ﬁ_l)(/{ -1) fO\QW Sﬁ_gu(s)ﬁds].
4

Remark 5.2 When g = 1, condition (5.5) can be replaced, with analogous proof, by the some-
what more general assumption that a measurable function A : (0,|2|/2) — (0,00) exists such

that 21/ 21/
/ h(s)l ds < o0 and / ds —— < 00
0 v(s)r—1 0 (fos h(r)dr) p—e

In this case, the constant C' in (5.1) depends on p, ¢ and on the last two integrals.

Proof of Theorem 5.1. Holder’s inequality entails that

(5.6) / VuleldH ) ()
{us=t}

» n=1(g)\ "%
< (/ |Vu|p_1dH"_1(ac)> (/ M) for a.e. t > 0.
{us=t} (us=ty |Vl

Inasmuch as H" '({u = t}) = P({u > t};Q) for a.e. t > 0 ([BrZi]), from inequality (5.6) with
0 = 1 and the isoperimetric inequality (1.3) we infer that

(5.7) / VuP K (@) > 0 for ave. £ > 0.
{uy=t}

Since u € W%’p (€2), the function v is locally absolutely continuous in (0, |2[/2) [CEG, Lemma
6.6]. Hence, ui vanishes a.e. in the inverse image through u% of any Borel subset of [0, co) having
one-dimensional Lebesgue measure zero. Thus, owing to (5.7), for a.e. s € (0, |2]/2),

(5.8) cither / VP ldH (@) >0 o ul(s) £ 0.
fus=ut ()}
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Now, recall that a set S C (0, |2]/2) exists such that

(5.9) (0,192]/2) \ S = User(as, by) for some countable set I,
(5.10) (a;, b;) N (a;,b;) =0 if 1 # 7,

(5.11) v, is constant on each (a;, b;),

(5.12) oy (W' (8)) = s ifseS

(see e.g. [BrZi]). Owing to Lemma 3.5, we have
(5.13)

—ui(s)(/ \VaulP~tdH" (z )) ! < —u(s </ fi(r) > for a.e. s € (0, |2]/2).
g = (5)}

In writing (5.13), we have made use of (5.12) and of the fact that, by (5.11), uj_/ vanishes
in Ujer(ai, b;); we have also exploited the fact that u’i also vanishes a.e. in the inverse image
through u? of the set, having one-dimensional Lebesgue measure zero, of those values of ¢ for
which (3.12) does not hold. Inequality (5.13) entails that

(5.14) —u(s) / IVl o (@)
fus=u ()

(S P A) T [ ey IVule AR (@)
< —ul (s) A fur=ui ()} - for a.e. s € (0,Q]/2).

(Siusus (o [VulP~tdHr = (2)) 7

Notice that the right-hand side of (5.14) is meaningful, thanks to (5.8). Equation (5.8) also
ensures that the function

w: (0,]9[/2) — [0, 00),
given by

f{u —u* (S)} |V’U/|Q—1dHn_1(SC)
(5.15) w(s) = —u (g e T
(f{u+=uj_(s)} [Vulp=tdHr=1(z)) P

is well-defined a.e. in (0, |€2|/2). For each fixed to > 0, the function

[0,00) 2t +— / |Vu|?dx
t<u+<t0}

is absolutely continuous, by the coarea formula applied to truncations of u. Thus, also the
function
(0,|92]/2) 2 s +— |Vu|dz
{u3 (s)<ut<to}
is locally absolutely continuous, being the composition of locally absolutely continuous monotone
functions, and, by the chain rule and the coarea formula,

d

(5.16)
ds {ut, (s)<ut<to}

\Vulde = —u* (s) / IVule dH (x)

{us=u (s)}
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for a.e. s € (0,]€]/2) such that u? (s) < ty9. Owing to the arbitrariness of ¢y, from (5.14)-(5.16)
one can deduce that

(5.17) /{u+>0}\Vu]9d:c§/Q|/2 (/ £ () ) ds.

We assume, hereafter, that
(5.18) 0<p

the case where ¢ = p being analogous, and even simpler. We claim that

SES)

(5.19)  w(s) < (- ui(s)) (/[ i |Vu]p1dH”1(x)>p<pl) for a.e. s € (0,9]/2).

To verify (5.19), observe that, by the coarea formula,

t1 n—1 T
(5.20)  fta, (t2) — pu, (1) = [{Vu = 0} N {ta < uy < t1}] +/ /{ B d’*‘m’()

t1 n— 1
> T
to {uy=t} ‘VU|

Let S be the set defined above, and let s1,s9 € S, with s; < s2. An application of (5.20) with
ti = u(s;), i = 1,2, and the use of (5.12) tell us that

u* (s1) n— 1
(5.21) 52 — 81 >/ ' / AR (@) gy
(s2) J{uqs=t} |Vu\

dt

Furthermore, if s; € S, sg € (a;,b;) for some i € I, and sy > s1, then

n— 1 n— 1
(5.22) S9— 81> a; — 81 > / / dH dt / / dH ) dt .
ul (a;) J{uq=t} |VU| u} (s2) J{up=t} |vu‘

Consequently, inequality (5.21) holds for every s; € S and sy € (s1,[€2]/2). Since u? (s1) >
u’ (s2) in this case,

— 1 dH" 1
(5.23) . Skt S - . / / d (@) g
ul (s1) —ul(s2) = ul(s1) —ul(s2) Jus (wo—ty |Vul
On passing to the limit as sy — si in (5.23), we deduce that
dH"! 1
(5.24) / H™ (2) dt < — for a.e. s € S.
(us=ut ()} |V —u} (s)

By (5.6) (and the same reasoning as in the derivation of (5.13)),

(5.25) / Yl i (@)
fus=u ()

e

e n=1(p)\ 1-2
< < / !Vu|p_1d7-l”_1(x))p < / LA (x)) :
{us=u? ()} {ur=ui(s)} |Vl
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for a.e. s € (0,|€2]/2) such that ui(s) # 0. Thus, inequality (5.19) holds for a.e. s € S such that

ui(s) # 0, thanks to (5.24), (5.15) and (5.25). Since (5.19) trivially holds when ui(s) =0, and

the latter equality is certainly true if s ¢ S, inequality (5.19) holds, in fact, for a.e. s € (0, |©2|/2).
Owing to (5.17) and (5.19), the inequality

(5.26) (f . wdx)”? <o [ f+<wm)3,

will follow if we show that

P 1

(5.27) (/O|Q/2v(s)(/os fi(ﬂdr)pﬁlds)gl < c(/om/2 f;(s)qd5>q

(with the usual modification when ¢ = c0), where the function v : (0, |2|/2) — [0, 00) is defined
as

o = [ v 1] ; for a.e. s € (0,]Q[/2).
(f{UJr:ui(s)} IVu‘p—ldHn—l(x)) =1

Let us now distinguish the cases (i)—(iv). Assume first that
(5.29) g>1and q(p—1) <o.

By a weighted Hardy inequality ([Ma4, Section 1.3]), inequality (5.27) is equivalent to

/2 !
(5.30) sup (/ v(r)dr) sd < 00.
0<s<% s
Fix any number « such that
(5.31) 2P
p—o

By Holder’s inequality, we have that

p—1

121/2 e
(5.32) (/ v(r)dr)
21/2 —uX (P vorlelz g,
< (/ u+(7")7“ 1d’r> (/ 7~_ped7">
* Sz oy VPt R () :

_ 12]/2 o 7 a _
<G T ([ (o))

p—o

for s € (0,]€2]/2), where 1), is defined as in (2.17). Notice that here we have made use of the fact
that the function 1, o u} is locally absolutely continuous, being the composition of monotone
locally absolutely continuous functions, and that
* ! _u*-i-/ (8)
(5.33) (= tu, (Wi(s)) = — for a.e. s € (0,]9|/2).
( f{u+=u*+(s)} |Vulp~tdHn—1 (:C)) p—1
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Set
-1
(5.34) p—14 b= P
0 q
the exponent appearing in (5.2). By (3.28) and (5.2),
(5.35) s < Oy, (uh(5))17P for s € (0,92]/2),
where C agrees with the left-hand side of (5.2). Hence,
|Q‘/2 " ;) ap ap |Q‘/2 " / " _ap(p—1)
(5.36) / (= uy (ui(r)) redr < Con / (= tuy (Wi (7)) Yuy (i (r))" e dr
ap
C'on N _ap(p—1)
= Ve )T fors € (0,19/2),
on
provided that
-1
(5.37) arp=1)
o1

Note that the equality holds in (5.35) since v’ (]€2|/2) = 0, as a consequence of (2.20). Note also
that conditions (5.31) and (5.37) are compatible. From (5.32), (5.36) and (5.35) one infers that
(5.30) holds for some constant C' depending only on the left-hand side of (5.2) and on p, ¢ and
0. Thus, (5.27), and hence (5.26), follow in case (i).

Assume next that

(5.38) l<g<ooand 0<p<gqg(p—1).

Then inequality (5.27) holds if
q(p—1)

|§2|/2 e |Q‘/2 qg(p—1)—0o
(5.39) / <s p—1 / v(r)dr) ds < 0o
0 s

— see [SS]. By Proposition 5.3 below, applied with a = g, 8= p%l and v =
C = C(p,q, o) exists such that

1€2]/2 a(e—p+1) 1€2]/2 q(qugil)lze
(5.40) / salp—D—e </ v(r)dr) ds
0 s
qo(p—1)

1€21/2 ___gqe 12]/2 P p(a(p—1)—0)
< C/ spalp—1)=0) / v(r)edr ds.
0 s

qo(p—1)

12[/2 q0 |€21/2 P p(g(p—1)—0)
(5.41) / srlalp—1)—0) / v(r)edr ds
0 s
Q12 2l/2 e
= /0 sp(q(pigl)fg) (/ ( - ¢u+ (ui(T)))%lr) n ‘ ds

1€2]/2 . . g0
:/0 (5¢u+(u+(5))p )P(q(Pfl)*Q)ds

|€21/2 S p(q(pg—ql)—g)
S / N d87
0 v(s)

q(p—1)

p—T—g & constant

On the other hand,
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where the inequality holds owing to (3.28). Equation (5.39) follows from (5.40), (5.41) and (5.3).
Inequality (5.27), and hence also (5.26), are thus established in case (ii).
Now, consider the case when ¢ = co. One has

p—1

/2 AN Q2 N
(/ (/ fi(r) ) d8> < \f+||Loo(o,Q|/2)</O U(S)Sp‘1d8>
o [z, el e
= [[f+]lz= (o) <p_ : /0 sp-T / v(r)drds) .

Thus, a completely analogous argument as in the proof of case (ii) tells us that (5.27) holds,
provided that (5.4) is in force. This establishes (5.26) in case (iii).
Finally, assume that ¢ = 1. We have

p—1 p—1

N /W o [ e >1d5)9§||fi”L1(07Q|/2)< /O'Q/Qms)ds)g.

Condition (5.5) entails that there exists a number a € (0, 2¢) such that

l/2 g1
— ds < oo.
0

ypr—1

Thus, equation (5.33), Holder’s inequality, and inequality (3.28) yield

/2 /2 —u¥ (s) v
5.43 v(s)ds = + — | ds
( ) /0 (s) /0 <(f{u+ (5 \Vu!p LgHn— 1( )) >

p—o

; </O|sz|/z S—fi;ds): (/OQW (. (0(5)) Safdsg)fi

Q21_7 p=e |Q|/2 ap_q e
_<<l s R A AL
1- p—o e Jo y(s)E:T

Inequality (5.27) is a consequence of (5.42) and (5.43). Thus, (5.26) is proved also in case (iv).

The same arguments as above yield an inequality analogous to (5.26), with {u4 > 0} replaced
by {u_ > 0} on the left-hand side, and f replaced by f_ on the right-hand side. Hence, estimate
(5.1) follows. O

Proposition 5.3 Let a € (1,00) and 3,7 € (0,00). Then a constant C = C(«, 3,7) exists such
that

(5.44) /0 h (sﬁl / h ¢(r)dr>7ds <C /0 b (s“ﬁl / b <;5(r)adr> %ds

for every measurable function ¢ : [0,00) — [0, 00).
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Proof. We may clearly assume that f r)*dr < oo for every s > 0, otherwise inequality
(5.44) is trivially true. By Holder’s mequahty, given any 0 such that

(5.45) 0o/ > 1,

we have

i .
o

(5.46) /Ooo <sﬂ1 /:o qﬁ(r)dryds < /OOO sW’U(/:O o(r)r 9adr>a</m 0o’ dr) ds

ol
«

:(90/—1)—JI/O </ o(r)® 90‘dr> ds .

Define @ : (0,00) — (0,00) as

(5.47) P(s) = /00 o(r)%dr for s € (0, 00),

a non-increasing function. Thus, integration by parts yields

(5.48) /0 §1(8=5—0) </ B(r)® 9adr> ds
< c/ ds—l—C/ V(B3 -0) </OO @(T)reo‘_lch“)gds,

for some constant C' = C(a,7,0). The first addendum on the right-hand side of (5.48) agrees
with the integral on the right-hand side of (5.44). Thus, inequality (5.44) is reduced to showing
that a constant C' = C(«, 3, ) exists such that

] e’ % 0o
(5.49) / 87(5‘5‘9)< / CI)(T)Tea_ldr) ds < C / SB-2)d(s)ads
0 s 0

for every non-increasing function ® : (0,00) — (0,00). Inequality (5.49) holds thanks to [Go,
Theorem 1.1]. O

6 Applications and examples

We collect in this section a few applications of the above results to special domains, or classes
of domains ().

Example 1. (Lipschitz domains).
Assume that €2 is a bounded and connected open set having a Lipschitz boundary, and let
1 < p < n. By (2.14), Theorem 3.1 yields the estimate

191/2 p1-n) =) |©2]/2 =
*(s) < C/ ynp=1) (/ fi(r dT) dr + C’(/ fl(r)dr) for s € (0,(9]/2),
s 0

for some constant C' = C(Q2). By (2.7), such an estimate is equivalent to (3.4), up to the constant
1
C and to the additional term C( O|Q|/2 fj*[(r)dr) 1,
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Corollary 4.6 yields

1
6.1 Ul| qp=1)n <C p;1
( ) H ”L%(Q) HfHL Q)
ifl<g< %, and

(6.2) lull o<y < Cll Aty

if either ¢ = 2 and p’ > n, or ¢ > 2, for some constant C. When g = 2
P P P

corollary tells us that

and p’ < n, the same

(6.3) ] <clfy;

ELnP(Q L(Q

If ¢ =1, one has
1
(6.4) lullpr-1() < CllfIIZ1 0

where w(s) = b(s = )sn, and b is any function fulfilling (4.74) — see Remark 4.7.
The capacitary counterparts of (6.1), (6.3) and (6.4) are given by Proposition 4.5, and tell us
that

1

(6.5) ( [ e ,ui<t>ﬂd<tq<p-l>>)" < Ol
ifl<g< %,

%) C 1*% n v
(6.6) </ [1 +log (cp,ui@))] (e )> < Ol o

ifq:%andp’<n,and

|7 B(Cous)ae™) < Clllie,

if ¢ =1, and B is any function as in (4.60) fulfilling (4.74).
Finally, Theorem 5.1, cases (i) and (iv), gives the gradient estimate

1
p—1
||VuHLq(€;z>n @ S CHfHLq(Q) )

if 1 <qg< and

np+p n’
IVul[Le) < CHfH

ifg=1land 0<po<n/(p—1).

Example 2. (A domain with a cusp).
Given any L > 0 and any convex function 9 : [0,00) — [0, 00) such that 9¥#(0) = 0, consider the
set

Q={zeR": 2| <I(z,),0 <z, <L}
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(see Figure 1). Here, = = (2, x,), where 2/ = (x1,...,2,_1) € IR" L. Define © : [0, 00) — [0, 00)
as )
O(p) = nwn/ I(r)"Ldr for p > 0.
0

Then one has
(6.7) CH(O ()"t < Na(s) <9(O©1(s)" ! for s € (0, |9]/2),

for some constant C' € (0,1) - see [Ma4, 3.3.3, Example 1]. On the other hand, by [Ma4, 4.3.5/1],

(6.8)
e~'(2l/2) 1-n \ 7P o~(1el/2) 1on \17P
C’(/ 19(7’)Pld7“> <vwvap(s) < (/ ﬁ(r)ﬁldr) for s € (0, [92]/2),
0-1(s) 0-1(s)

for some constant C' € (0,1). Thus, although € is not a Lipschitz domain when ¢#'(0) = 0,

9(x,)

P

estimate (3.8) is fulfilled also in the present example.
In particular, if there exists § > % such that

Figure 1: a domain with a cusp

I(r) =7° forr >0,
then S )1
vap(s) = O(s sm=D+1") as s — 0T,

where % € (0,1). Thus, norm and capacitary estimates for solutions u to (1.1) can be

derived from Corollary 4.6 and Proposition 4.5, respectively. Moreover, Theorem 5.1, cases (i)
and (iv), yields the gradient bound

1
p—1
HWHL‘“’}Iﬂ‘iSﬁ?;” o < Cliflzaqy
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. 6(n—1)+1
if 1 < g < S and
1
IVullze) < ClLAN (g -
if g =1 and 0 < g < L=UPOUEL,

Example 3 (Nikodym)
We conclude with the highly irregular domain Q C IR? depicted in Figure 2, which was intro-
duced by Nikodym in his study of Sobolev embeddings.

Figure 2: Nikodym example

Here, L = 2% and | = 279 where § > 1 and k € IN. One has
(6.9) Aa(s) = O(s%) as s — 0%,
and, if 1 < p < 2,

(6.10) vap(s) = O(s°) as s — 07
([Ma4, Section 4.5]). Thus, since

Q2 g\ )
(611) </ W) = O(Sp( 71)+1) as s — 0+,

the isocapacitary function vq,(s) is not equivalent to ( fs‘m/ 2 ﬁ)l_p for such a domain €.
In fact, the estimates for solutions to (1.1) which can be derived via isocapacitary inequality are
stronger than those obtained by isoperimetric inequalities.

To see this, note that Theorem 4.1, cases (ii) and (vii), yields

1

(6.12) lullzo@) < ClAI g,
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for every ¢ > 1 and

q(p—1)

(6.13) o< G-D+1

A slightly stronger conclusion follows from Corollary 4.3, which tells us that

1
< CIf 1ty -

(6.14) [ ] qP 1)
La

ey Em Lo 1)(

On the other hand, an estimate like (6.12) can be deduced via inequality (3.4) for those ¢ and
o such that

(615) (/Omw(/Sn/2</0r¢(p)(p)dp>,fl )\Qcé:)p’)ad5>i §C</0|Q|/2¢(s)qu>‘””l”

for some constant C' and for every nonnegative, non-increasing function ¢ € L4(0, |€2|/2). Choos-
ing ¢ = x(0,r) as trial function in (6.15) and letting R vary in (0, [2|/2) shows that a necessary
condition for (6.15) to hold is that

q(p—1)

(6.16) S -1+ 1

a more stringent assumption than (6.13). (Incidentally, note that inequality (6.15) actually holds
provided that the inequality in (6.16) is strict.)
As far as gradient estimates are concerned, Theorem 5.1, case (ii) and (iv), implies that

(6.17) IVl o) < CHfH ,
provided that

pq(p — 1)

(6.18) G-Tip

Again, such a conclusion is stronger than an analogous result, which follows via the relative
isoperimetric and tells us that

() ([ il [ o))

([Ci2, Ma3]). Indeed, inequality (6.19) implies (6.17) for every ¢ and p such that

(6.20) < /0 o ( A;(s) /0 S ¢(r)dr) o ds>£1) < C< /O o ¢(s)st> o

for some constant C' and for every nonnegative and non-increasing function ¢ € L9(0, |Q2|/2).
The choice ¢ = x|,g) for arbitrary R € (0, [€2[/2) entails that a necessary condition for (6.20)
to hold is

qp—1)

ey -1+ 1

which is stronger than (6.18).
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