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Preface to the German Edition

Inequalities for differential operators of the kind considered in this book play a funda-
mental role in the modern theory of partial differential equations. Among the numer-
ous applications of such inequalities are existence and uniqueness theorems, error es-
timates for numerical approximation of solutions and for residual terms in asymptotic
formulas, as well as results on the structure of the spectrum. The inequalities arise in
a wide range of topics and differ by the choice of differential operators and boundary
conditions, by requirements on the boundaries of domains, and by the norms in the
relevant function spaces.

For general differential operators with constant coefficients considered in this
book, estimates in L2 for functions with compact support in a domain have been
extensively studied in [H55].

Estimates up to the boundary are much less studied. Estimates of such type can be
found in the papers of Aronszajn [Aro54], Agmon [Agm58] (coercivity of differen-
tial operators and integro-differential forms), Schechter [Sch63], [Sch64], [Sch64a]
(sufficient conditions for dominance in a half-space) and in other publications that
will be discussed in the bibliographical notes at the end of each chapter.

The subject of this book is estimates for differential operators with constant co-
efficients in a half-space. There are no a priori restrictions on the type of considered
differential operators.

The right-hand sides of the studied integral inequalities involve matrices of dif-
ferential operators or scalar differential operators in a half-space as well as boundary
operators. Conditions under which the above-mentioned system of operators “domi-
nates” an individual differential operator in a half-space or on its boundary are com-
pletely described. Applications of these results to the theory of well-posed boundary
value problems in a half-space are given.

The domains of the relevant maximal operators are investigated in detail. In par-
ticular, the maximal operators weaker than the given one are described and a com-
plete characterization of boundary values of functions from the specified domain is
presented.

The results are complete. To a large extent, they are necessary and sufficient con-
ditions. From these, more evident sufficient conditions are derived. General criteria
are systematically applied to certain types of operators, in particular, to classical equa-
tions and systems of mathematical physics (Lamé’s system of static elasticity theory,
the linearized Navier–Stokes system, Cauchy–Riemann operators, Schrödinger oper-
ators, and so on).

The known results of Aronszajn, Agmon–Douglis–Nirenberg, Schechter fall into
the general scheme and are sometimes strengthened.

This monograph does not overlap with the content of other books on linear dif-
ferential operators and results presented have so far only been published in journal
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papers. The book summarizes the joint work of the authors on this topic during the
period 1972–1977.

The authors hope that the book will be interesting and useful to a wide audience.
It is intended for specialists and graduate students specializing in the theory of differ-
ential equations.

The reader is expected to be familiar with elements of the theory of ordinary
differential equations, functional analysis, the theory of partial differential equations,
and basics of linear algebra.

The content of the book is detailed in the introductions to each of its four chapters.
The authors thank the translator and the publisher for high quality of translation.

I. V. Gel0man
V. G. Maz0ya
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Chapter 1

Estimates for matrix operators

1.0 Introduction

1.0.1 Description of results

The main result of this chapter is a theorem providing necessary and sufficient condi-
tions for the validity of the estimate

k
mX

jD1

Rj .D/ujk2B1=2 6 C

0
@

mX

kD1

k
mX

jD1

Pkj .D/ujk2C
NX

˛D1

˝̋ mX

jD1

Q j̨ .D/uj
˛̨2
1
A ;

(1.0.1)
where u D .u1.xI t/; : : : ; um.xI t//1 denotes an arbitrary vector function belonging
to C1

0

�
R
n
C

�
.

We will write the estimate (1.0.1) in the matrix form

kR.D/uk2
B1=2 6 C

�
kP.D/uk2 C ˝̋

Q.D/u
˛̨2�

: (1.0.2)

Here R.�I �/ D fRj .�I �/g, P.�I �/ D fPkj .�I �/g, and Q.�I �/ D fQ j̨ .�I �/g are
1 � m, m � m, and N � m matrices, respectively. The elements of these matrices
are polynomials of the variable � 2 R1 with complex measurable locally bounded in
R
n�1 coefficients growing no faster as some power of j�j as j�j ! 1. The vector

functions u 2 C1
0

�
RnC

�
with m components are regarded as m � 1 matrices.

In Section 1.2 of this chapter, we will formulate some necessary and sufficient
conditions for the validity of the estimate (1.0.2).

For a matrix operatorP.D/ such thatP.�I �/DdetP.�I �/ 6� 0and ord P.�I �/D
J > 1, we introduce the following matrices and polynomials:

P c D fP jkg is the adjugate matrix of them�mmatrix P , i.e., them�m matrix
whose .j; k/ entry is the .k; j / cofactor of P ;

S D fSkg D RP cI T D fT˛kg D QP cI
PC is the polynomial of the variable � whose roots (counting multiplicities) co-

incide with all the roots of P in the half-space Im � > 0 (� D � C i� ); we shall
assume that the leading coefficient2 of the polynomial PC is equal to 1;

P� D P= .PCp0/, where p0.�/ is the leading coefficient of the polynomial
P;

1Vectors and one-column matrices are explicitly given as row vectors. In formulas, they appear as column

vectors without transpose sign. The reader will be able to easily recognize this from the context.
2The coefficient of the highest degree term of a polynomial is called the leading coefficient.
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M is the greatest common divisor of the polynomials PC, S1; : : : ; Sm with the
leading coefficient equals to 1.

We assume that p0.�/ ¤ 0, ordSk 6 J , ordT˛k 6 J � 1 (k D 1; : : : ; m;
˛ D 1; : : : ; N ), and ord .PC=M / D N > 1 for almost all � 2 Rn�1.

Under the above assumptions, we consider the matrices S˙ and T˙, defined by
the partial fraction decompositions with respect to �

S

P
D c.�/C SC

PC

C S�

P�

;
T

P
D TC

PC

C T�

P�

;

and the matrix � , defined by the formula

�.�I �; �/ D 1

�� �
ŒPC.�I �/SC.�I �/� PC.�I �/SC.�I �/� ;

where � 2 Rn�1; �; � 2 R1.

In Theorem 1.2.2 it is asserted that the estimate (1.0.2) holds for all u 2 C1
0.R

n
C/

if and only if for almost all � 2 R
n�1 and all �; � 2 R

1 the following conditions are
satisfied:

B1=2.�/jS.�I �/j 6 const jP.�I �/jI (1.0.3)

T .�I �/ � 0 .mod M .�I �//3I (1.0.4)

the rows of the matrix T are linearly independent

modulo PCI (1.0.5)

there exists a uniquely determined 1 �N matrix

G.�I �/ D fG˛.�I �/g;whose elements are polynomials (in �/

such that max˛ ordG˛ 6 N � 1C ord M and

G.�I �/ � 0 .mod M .�I �// and G.�I �/TC.�I �/ D �.�I �; �/I
(1.0.6)

B.�/

1Z

�1

1Z

�1

ˇ̌
ˇ̌ G.�I �/T�.�I �/
PC.�I �/P�.�I �/

ˇ̌
ˇ̌
2

d�d� 6 constI (1.0.7)

B.�/

1Z

�1

ˇ̌
ˇ̌ G.�I �/
PC.�I �/

ˇ̌
ˇ̌
2

d� 6 const: (1.0.8)

The estimate (1.0.2) holds also for N D 0. (In this case, the matrix Q is omitted
on the right-hand side of (1.0.2)). The criterion for the validity of such an estimate
consists of condition (1.0.3) and the congruence S.�I �/ � 0 (mod PC.�I �/) (see
Theorem 1.2.3).

3This means that each element of the matrix T satisfies (1.0.4).
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In Section 1.2 it is also shown that relations (1.0.3)–(1.0.7) are necessary and
sufficient for the validity of the estimate

kR.D/uk2
B1=2 6 C0kP.D/uk2 (1.0.9)

for all u 2 C1
0

�
R
n
C

�
satisfying the equationQ.D/u.xI 0/ D 0 (see Theorem 1.2.5).

All these criteria follow from upper and lower bounds for the sharp constants in
inequalities of type (1.0.2) and (1.0.9) for ordinary differential operators on the semi-
axis t > 0 (see Section 1.1). This allows us to get also the inequalities obtained from
(1.0.2) and (1.0.9) by replacing the norm k � k by the norm k � k� , and the norm

˝̋ � ˛̨
by the norm

˝̋ � ˛̨
�

, respectively (see Corollaries 1.2.13 and 1.2.14)4.

Some sufficient conditions for the validity of the estimate

kR.D/uk2
B1=2 6 C

�
kP.D/uk2 C ˝̋

Q.D/u
˛̨2
M

�
(1.0.10)

are established in Section 1.3 (in inequality (1.0.10) the matricesR, P , andQ are the
same as in Section 1.2, while

˝̋
Q.D/u

˛̨2
M

D
Z

Rn�1

jM.�/Q .�I �i d=dt/bu.�I t/jtD0j2 d�;

where M.�/ is an arbitrary measurable N �N matrix, regular a.e. in R
n�1).

In particular, Theorem 1.3.3 states that if conditions (1.0.3)–(1.0.6) are fulfilled
and the inequality

B.�/tr
�
T

�1
C T�

� ˇ̌ˇ̌ SC

PC

ˇ̌
ˇ̌
2

6 const (1.0.11)

with

T˙.�/ D
1Z

�1

T˙.�I �/T �
˙.�I �/

jP˙.�I �/j2 d� (1.0.12)

holds for almost all � 2 Rn�1, then the estimate

kR.D/uk2
B1=2 6 C

�
kP.D/uk2 C ˝̋

Q.D/u
˛̨2
T

�1=2
C

�
(1.0.13)

holds for all u 2 C1
0 .R

n
C/.

Conditions (1.0.3)–(1.0.6) are also necessary in this case.
The next assertion (Theorem 1.3.6) is a simple consequence of Section 1.2 and

the arguments used in the proof of Theorem 1.3.3.
Let Q.�I �/ D fQ˛j

.�I �/g be an N � m matrix, let the polynomial PC.�I �/
have no real � -roots, and let the relation ord PC.�I �/ D N hold for almost all

4k � k� and
˝̋

�
˛̨
�

are the norms in vector spaces H�.R
n
C
/ and H�.@R

n
C
/, respectively.
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� 2 Rn�1. Let the N � N matrices T˙ be defined by equation (1.0.12). If for
almost all � 2 R

n�1 the rows of the matrix T .�I �/ are linearly independent modulo
PC.�I �/ and the matrices T˙ satisfy the condition

T�T
�1

C T� D constT�; (1.0.14)

then the estimate (1.0.13) holds for all u 2 C1
0 .R

n
C/ and any operator R.D/ satisfy-

ing condition (1.0.3).
A direct proof of this theorem was given by M. Schechter in [Sch64a].

We just mention, without precise formulation, two other sufficient conditions from
Section 1.3.

In Theorem 1.3.9, sufficient conditions for the validity of the estimate (1.0.10)
are established for the case where M.�/ is a diagonal matrix with eigenvalues .1C
j�j2/�ˇ=2 (ˇ D 1; : : : ; N ; � D .�1; �2; : : : ; �N / 2 R

N ).
Sufficient conditions for the validity of the estimate

kR.D/uk2
B1=2 6 C

�
kP.D/uk2 C ˝̋

Q.D/u
˛̨2 C kuk2

�
; (1.0.15)

which differs from the estimate (1.0.2) by an additional term on the right-hand side,
are formulated in Proposition 1.3.12. It is obvious that conditions (1.0.3)–(1.0.8) en-
sure the validity of (1.0.15) for all u 2 C1

0 .R
n
C/. Proposition 3.1.12 is a strengthen-

ing of this assertion in the case when the leading coefficient p0.�/ of the polynomial
P.�I �/ D detP.�I �/ is uniformly bounded from below in some ball in R

n�1.
Section 1.4 contains several examples of the estimates for operators of concrete

types. The validity (or impossibility) of these estimates follows from the theorems
proved in Sections 1.2 and 1.3.

Proposition 1.4.1 and Corollary 1.4.2 concern inequalities of the type (1.0.2) for
generalized-homogeneous quasi-elliptic matrices P . As a special case, we get the
corresponding estimates for general elliptic and parabolic systems.

Some applications of the results of Section 1.2 to concrete elliptic systems (the
Lamé system of stationary elasticity theory, the Cauchy–Riemann system, the sta-
tionary linearized Navier–Stokes system) are considered in Subsections 1.4.2–1.4.4.
For example, for the Lamé system, it is proved the validity of the “nonelliptic” es-
timate (1.4.12), which fails if the boundary operators are replaced by their principal
parts.

Hyperbolic systems are treated in Subsection 1.4.5. It turns out that for the ho-
mogeneous hyperbolic operators P.D/ it is reasonable to examine only estimates
corresponding to the case N D 0 (i.e., estimates without boundary operators). Nec-
essary and sufficient conditions for the validity of such estimates are provided in
Proposition 1.4.6. On the other hand, we provide several examples showing that for a
nonhomogeneous hyperbolic operator P.D/ the trivial case N D 0 is not necessary.

Finally (in Subsections 1.4.6–1.4.7), we give several examples of estimates for
scalar operators of the first and second order w.r.t. t “without a type”.

In Section 1.5, results from Section 1.2 are used to study conditions ensuring the
well-posedness of boundary value problems in a half-space.
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1.0.2 Outline of the proof of the main result

To give an idea about the method of proving the main result of this chapter (Theo-
rem 1.2.2) and to understand how conditions (1.0.3)–(1.0.8) arise, we consider the
estimate

kR.D/uk2
B1=2 6 C

�
kP.D/uk2 C ˝̋

Q.D/u
˛̨2�

(1.0.16)

for scalar operators (m D 1). Here R.�I �/, P.�I �/ are polynomials, and Q.�I �/ D
fQ1.�I �/; : : : ;QN .�I �/g is a polynomialN � 1 matrix.

All a priori assumptions, expressed in Subsection 1.0.1, remain valid; the only
difference is that S , S˙, T , T˙ are replaced by R, R˙, Q, Q˙, respectively.

The proof of the equivalence between the estimate (1.0.16) and conditions (1.0.3)–
(1.0.8) is based on the following simple observation: The estimate (1.0.16) holds for
all u 2 C1

0 .R
n
C/ if and only if

1Z

0

jR .�I �i d=dt/ vj2 dt

6 ƒ.�/

2
4

1Z

0

jP .�I �i d=dt/ vj2 dt C
NX

˛D1

jQ˛ .�I �i d=dt/ vjtD0j2
3
5

(1.0.17)

for all v 2 C1
0 .R

1
C/ and almost all � 2 R

n�1, and the sharp constant ƒ.�/ satisfies
the condition

B.�/ƒ.�/ 6 C:5 (1.0.18)

First, we explain how conditions (1.0.3)–(1.0.6) follows from inequalities (1.0.17)–
(1.0.18).
Condition (1.0.3). For m D 1 it takes the form

B1=2.�/jR.�I �/j 6 const jP.�I �/j: (1.0.19)

The necessity of (1.0.19) follows from (1.0.18) and the estimate

sup
�2R1

jR.�I �/=P.�I �/j2 6 ƒ.�/; (1.0.20)

Notice that (1.0.20) is easily obtained by substituting in (1.0.17) a smooth function
v.t/ vanishing near t D 0 (Lemma 1.1.5).

Condition (1.0.4). For m D 1 this condition reads

Q˛.�I �/ � 0 .mod M .�I �//; ˛ D 1; 2; : : : ; N; (1.0.21)

where M .�I �/ is the greatest common divisor of R and PC. The necessity of condi-
tion (1.0.4) is proved in Section 1.2 (see Theorem 1.2.2) with the help of Lemma 1.1.9.

5The necessity of (1.0.17) is proved by applying to (1.0.16) the localization method w.r.t. �; the sufficiency

is checked by substituting in (1.0.17) the function v D v�.t/Dbu.�I t / (see Subsection 1.2.2).
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The following example gives an idea of how inequality (1.0.17) implies congruences
(1.0.21).

Example. Let Im �j .�/ > 0 (j D 1; 2), let

P.�I �/ D PC.�I �/ D .� � �1.�//.� � �2.�//; �1.�/ ¤ �2.�/; �3.�/ ¤ �2.�/;

and let R.�I �/ D .� � �1.�//.� � �2.�//. Then M .�I �/ D � � �1.�/, PC=M D
� � �2.�/, and, consequently, N D 1. Let Q.�I �/ be an arbitrary linear polynomial
of � such that Q.�I �2.�// ¤ 0. Now substitute the function

v�.t/ D exp .i�1.�/t/� Q.�I �1.�//
Q.�I �2.�//

exp .i�2.�/t/

in (1.0.17). Obviously,

P .�I �i d=dt/ v�.t/ D 0; Q .�I �i d=dt/ v�.t/
ˇ̌
tD0

D 0

and

R .�I �i d=dt/ v�.t/ D Q.�I �1.�//
Q.�I �2.�//

.�2.�/� �1.�//.�2.�/� �3.�// exp .i�2.�/t/:

In view of the assumptions �1.�/ ¤ �2.�/, �3.�/ ¤ �2.�/, it follows from (1.0.17)
that Q.�I �1.�// D 0, i.e., Q � 0 .mod M /.

Condition (1.0.5). Its necessity follows from Lemma 1.1.5. In the case m D 1, this
condition is formulated as follows:

The polynomials Q˛ are linearly independent modulo PC

for almost all � 2 R
n�1:

(1.0.22)

We show how (1.0.22) can be derived from (1.0.17). For simplicity, we assume
that M .�I �/ D 1 and the � -roots �1.�/; : : : ; �N .�/ of the polynomial PC are pair-
wise distinct a.e. in R

n�1. It follows from (1.0.20) that Im �j .�/ > 0 (j D 1; : : : ; N ).
Therefore (cf. Remark 1.1.8), the solution

v�.t/ D
NX

jD1

cj .�/ exp .i�j .�/t/

to the equation PC .�I �i d=dt/ v D 0 satisfies inequality (1.0.17). Now let the
coefficients cj .�/ satisfy the conditions

NX

jD1

cj .�/Q˛.�I �j .�// D Q˛ .�I �i d=dt/ v�.t/
ˇ̌
tD0

D 0 .˛ D 1; : : : ; N /:
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Then the estimate (1.0.17) yields

R .�I �i d=dt/ v�.t/ D
NX

jD1

cj .�/R.�I �j .�// exp .i�j .�/t/ D 0:

Since the polynomials R and PC are relatively prime, the last equality implies that
cj .�/ D 0 (j D 1; : : : ; N ).

Hence, the N �N matrix

D.�/ D fQ˛.�I �j .�//g (1.0.23)

is nondegenerate, which is equivalent to (1.0.22).

Condition (1.0.6). We show that for m D 1 this condition follows from (1.0.3)–
(1.0.5). For simplicity, we assume M .�I �/ D 1.

If m D 1, then relation (1.0.6) can be written as

NX

˛D1

G˛.�I �/Q˛C.�I �/ D ŒPC.�I �/RC.�I �/� PC.�I �/RC.�I �/�
.�� �/

: (1.0.24)

Denote the right-hand side of (1.0.24) by �.�I �; �/. Clearly, @N�=@�N D 0 for all
�; � 2 R1. In addition, it follows from (1.0.22) that the polynomials Q˛C.�I �/ are
linearly independent. Since ord Q˛C.�I �/ 6 N � 1, the coefficients G˛.�I �/ are
uniquely determined by (1.0.24). On the other hand, @N�=@�N D 0 and, conse-
quently,

NX

˛D1

@NG˛.�I �/
@�N

Q˛C.�I �/ D 0

for all �; � 2 R1. Using again the linear independence of the polynomials Q˛C.�I �/,
we conclude that @NG˛.�I �/=@�N D 0 for all � 2 R

1 (˛ D 1; 2; : : : ; N ). This
means that G.�I �/ D fG˛.�I �/g is an 1 � N matrix of polynomials (in � ) and
max˛ ord G˛.�I �/ 6 N � 1.

The polynomials G˛.�I �/ can be expressed explicitly in different ways in terms
of the polynomials R, P and Q˛ . We give one such representation, which will be
used later.

Let, for simplicity, the � -roots �j .�/ (j D 1; : : : ; N ) of the polynomial PC.�I �/
be pairwise distinct a.e. in Rn�1, and let M .�I �/ D 1. We show that

G.�I �/ D fGj .�I �/g D H.�I �/D�1.�/; (1.0.25)

whereH.�I �/ is the 1 �N matrix defined by

H.�I �/ D
�
R.�I �j .�//PC.�I �/

� � �j .�/

�
; (1.0.26)

and D�1.�/ is the inverse of the matrix (1.0.23).
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Indeed, setting in (1.0.24) � D �j .�/ (j D 1; : : : ; N ) and taking into account the
equalities

Q D QCP� C Q�PC; R D c.�/P C RCP� C R�PC; (1.0.27)

which follow from definitions of the polynomials R˙ and the matrices Q˙, we find
that

NX

˛D1

G˛.�I �/Q˛.�I �j .�// D R.�I �j .�//PC.�I �/
� � �j .�/

;

or, equivalently,
G.�I �/D.�/ D H.�I �/: (1.0.28)

It remains only to observe that (1.0.28) implies (1.0.25).

Integral representation. The proof of the sufficiency of conditions (1.0.3)–(1.0.8)
and the necessity of conditions (1.0.7)–(1.0.8) is based on the integral representation
(1.0.29) given below. For simplicity, we assume that M .�I �/ D 1 and the � -roots
�j .�/ of the polynomial PC.�I �/ are pairwise distinct a.e. in Rn�1. Furthermore,
suppose that conditions (1.0.19) and (1.0.22) are fulfilled, and Im �j .�/ > 0 (j D
1; : : : ; N ).

We show that for t > 0 the function R .�I �i d=dt/ v (v 2 C1
0 .R

1
C/) can be

represented as

R .�I �i d=dt/ v D 1p
2�

1Z

�1

eit�

"
R.�I �/
P.�I �/.Ft!�f /C ip

2�

G.�I �/
PC.�I �/

�
0
@ 1p

2�

1Z

�1

Q�.�I �/
P�.�I �/

.Ft!�f /d� � Q .�I �i d=dt/ vjtD0

1
A
#
d�;

(1.0.29)

where f .�I t/ D P .�I �i d=dt/ v for t > 0 and f D 0 for t < 0; Q.�I �/ is the
givenN �1matrix of boundary polynomials Q˛.�I �/,G.�I �/ is the matrix (1.0.25),
andQ�.�I �/ is the matrix satisfying the first of the relations (1.0.27);Ft!�f denotes
the Fourier transform of the function f .�I t/ w.r.t. t . The inverse Fourier transform is
denoted by F �1

t!� .
To derive representation (1.0.29), we express v.t/ 2 C1

0 .R
1
C/ as

v.t/ D w�.t/C
NX

jD1

cj .�/ exp .i�j .�/t/; t > 0; (1.0.30)

where
w�.t/ D F�1

t!�.Ft!�f=P.�I �//:6
6The representation (1.0.30) holds, and the coefficients cj .�/ are uniquely determined by it. It is obvious

that P .�I �id=dt/w� D f for t > 0 and, therefore, PC .�I �id=dt/ Œv.t/�w� .t/� D 0.
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From the definition of f .�I t/ it follows that the function Ft!�f can be continued
analytically to the half-plane Im � < 0 (� D � C i� ), and hence

1Z

�1

Q.�I �/ Ft!�f

P.�I �/d� D
1Z

�1

Q�.�I �/ Ft!�f

P�.�I �/
d�:

Therefore,

Q .�I �i d=dt/ vjtD0 D 1p
2�

1Z

�1

Q�.�I �/ Ft!�f

P�.�I �/
d�

C
NX

jD1

cj .�/Q.�I �j .�//:
(1.0.31)

The condition (1.0.22), as we have already noted, is equivalent to the nondegen-
eracy of the matrix (1.0.23). Hence system (1.0.31) is solvable with respect to cj .�/
and its solution takes the form

C D fcj .�/g

D D�1.�/

2
4Q .�I �i d=dt/ vjtD0 � 1p

2�

1Z

�1

Q�.�I �/ Ft!�f

P�.�I �/
d�

3
5 :

(1.0.32)
From (1.0.30) and (1.0.32) we get

R .�I �i d=dt/ .v.t/ �w�.t// D r.�I t/D�1.�/

"
Q .�I �i d=dt/ vjtD0

� 1p
2�

1Z

�1

Q�.�I �/ Ft!�f

P�.�I �/
d�

#
;

(1.0.33)

where the 1 �N matrix r.�I t/ satisfies

r.�; �/ D fR.�I �j .�// exp .i�i .�/t/g:

Notice that Ft!� r.�I t/ D i�1.2�/�1=2H.�I �/PC.�I �/, where H.�I �/ is the
matrix (1.0.26). Therefore, representation (1.0.29) follows from (1.0.33) and the ob-
vious equality

R .�I �i d=dt/w�.t/ D F�1
�!t

�
R.�I �/ Ft!�f

P.�I �/
�
:
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Sufficiency of conditions (1.0.3)–(1.0.8). As it was already shown, conditions (1.0.3)–
(1.0.6) imply representation (1.0.29) for t > 0. Considering � 2 R

n�1 as a fixed
parameter value, we extend the function R .�I �i d=dt/ v to the whole R1 by setting
it equal to 0 for t < 0. Then, it follows from Parseval’s identity and (1.0.29) that

1Z

0

jR .�I �i d=dt/ vj2 dt 6 C

("
sup
�2R1

ˇ̌
ˇ̌ R.�I �/
PC.�I �/

ˇ̌
ˇ̌
2

C
1Z

�1

1Z

�1

ˇ̌
ˇ̌ G.�I �/Q�.�I �/
PC.�I �/P�.�I �/

ˇ̌
ˇ̌
2

d�d�

# 1Z

0

jP .�I �i d=dt/ vj2 dt

C
1Z

�1

ˇ̌
ˇ̌ G.�I �/
PC.�I �/

ˇ̌
ˇ̌
2

d� jQ .�I �i d=dt/ vjtD0j2
)
:

(1.0.34)

The estimate (1.0.34) can be treated as an inequality of the type (1.0.17). Thus, the
sharp constantƒ.�/ in (1.0.17) admits the upper bound

ƒ.�/ 6 const

"
sup
�2R1

ˇ̌
ˇ̌ R.�I �/
PC.�I �/

ˇ̌
ˇ̌
2

C
1Z

�1

1Z

�1

ˇ̌
ˇ̌ G.�I �/Q�.�I �/
PC.�I �/P�.�I �/

ˇ̌
ˇ̌
2

d�d�C
1Z

�1

ˇ̌
ˇ̌ G.�I �/
PC.�I �/

ˇ̌
ˇ̌
2

d�

#
;

(1.0.35)
and inequality (1.0.18) follows from conditions (1.0.3), (1.0.7) and (1.0.8) (for m D
1).

Necessity of condition (1.0.8). Letv0 be a solution of the equationPC .�I �i d=dt/ v D
0. Substituting v0 into (1.0.17), we obtain

1Z

0

jR .�I �i d=dt/ v0j2 dt 6 ƒ.�/ jQ .�I �i d=dt/ v0jtD0j2 : (1.0.36)

On the other hand, representation (1.0.29) for v0 has the form

R .�I �i d=dt/ v0 D � i

2�
F�!t

�
G.�I �/

PC.�I �/
Q .�I �i d=dt/ v0jtD0

�
: (1.0.37)

Since the 1�N matrixG.�I �/=PC.�I �/ admits an analytic continuation to the half-
plane Im � < 0 (� D � C i� ) for any � 2 R

n�1, it follows from (1.0.36) and (1.0.37)
that

ƒ.�/ > const

1Z

�1

ˇ̌
ˇ̌ G.�I �/
PC.�I �/

ˇ̌
ˇ̌
2

d�: (1.0.38)

Therefore, (1.0.18) implies condition (1.0.8).
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We also note that (1.0.18) and the following estimate of ƒ.�/ from below,

ƒ.�/ > const

1Z

�1

1Z

�1

ˇ̌
ˇ̌ G.�I �/Q�.�I �/
PC.�I �/P�.�I �/

ˇ̌
ˇ̌
2

d�d� (1.0.39)

imply the necessity of condition (1.0.7). The estimate (1.0.39) for arbitrary m > 1
is proved in Section 1.1. The proof is quite involved. Since the restriction to m D 1
does not lead to any substantial simplification, we do not provide it in this short
presentation.

Case m > 1. The sketch of the proof of the main result of this chapter given above
for the case m = 1 already contains the most essential arguments of the proof for the
general case.

However, there are some additional special features for m > 1. Thus, instead
of the matrices R and Q, which enter into the formulation of all the conditions for
m D 1, in the casem > 1 we have to consider the matrices S D RP c and T D QP c.
The transition to the matrices S and T is accompanied by a diagonalization of the
matrix P . So, the problem for ordinary differential operators reduces to the study of
estimates that are equivalent to the initial ones, but have the simpler form (1.1.6). The
mathematical apparatus necessary for these investigations is constructed in Lemmas
1.1.5–1.1.18.

A further feature of the casem > 1 is that the existence of the matrixG satisfying
identity (1.0.6) occurs now as an independent condition, while for m D 1 it follows
from other conditions of the criterion for the validity of estimate (1.0.2). We estab-
lish (see Propositions 1.2.6 and 1.2.7) necessary and sufficient conditions and more
simply formulated sufficient conditions ensuring that in the casem ¤ 1 the existence
of the matrixG with the above-mentioned properties follows from (1.0.3)–(1.0.5). In
particular, this is true if M .�; �/ D 1 for all � 2 R1 and almost all � 2 Rn�1, or if the
� -roots of the polynomial PC.�I �/ are pairwise distinct a.e. in R

n�1. On the other
hand, if the polynomials M .�I �/ and PC.�I �/=M .�I �/ are not relatively prime
(in � ), then counterexamples exist (see Section 1.1, Example 1.1.20)7.

Remark on the notation. Along with notations already introduced above, we will use
the following designations:

In the expressions sup jS.�I �/=P.�I �/j, sup jSC.�I �/=PC.�I �/j and the sim-
ilar ones, the upper limit is taken over all � 2 R

1;

If f .t/ D .f1.t/; : : : ; fm.t// and  .�/ D . 1.�/; : : : ;  m.�//, then we set

F�!tf D 1p
2�

1Z

�1

e�it�f .t/dt; F �1
�!t D 1p

2�

1Z

�1

eit� .�/d�:

We denote by C , c1, C2, : : : various positive constants which do not depend on
the polynomials Pkj , Rj , and Q j̨ .

7This implies that, in the dominance problems for general differential operators, the sharp constants in the

estimates are not always continuous functions of the coefficients of differential polynomials entering these

estimates.
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1.1 Estimates for systems of ordinary differential

operators on a semi-axis

Let R.�/ D fRj .�/g, P.�/ D fPkj .�/g, Q.�/ D fQ j̨ .�/g be matrices of size
.1�m/, .m�m/, and .N�m/, respectively. Suppose that the entries of these matrices
are polynomials of the variable � 2 R1 with complex coefficients. In this section we
establish necessary and sufficient conditions for the validity of the inequality

1Z

0

jR .�i d=dt/ uj2 dt 6 ƒ

2
4

1Z

0

jP .�i d=dt/ uj2 dt C jQ .�i d=dt/ ujtD0j2
3
5

(1.1.1)
for all u D .u1.t/; : : : ; um.t// 2 C1

0 .R
1
C/, and give the upper and lower bounds for

the sharp constantƒ figuring in (1.1.1).

1.1.1 Some assumptions and notation

First, we formulate assumptions on the matrices R, P , and Q under which the esti-
mate (1.1.1) is studied. By P c.�/ D fPjk.�/g we denote the m � m matrix whose
rows are composed of the algebraic complements of the column elements of the ma-
trix P.�/. We set

S.�/ D fSk.�/g D R.�/P c.�/; T .�/ D fT˛k.�/g D Q.�/P c.�/: (1.1.2)

Let P.�/ D det P.�/, let PC.�/ be a polynomial whose roots (with multiplicities
taken into account) coincide with the all roots of P.�/ in the half-plane Im � > 0
(� D � C i� ), and let P�.�/ D P.�/=PC.�/. Finally, let M .�/ be the greatest

common divisor of the polynomials PC.�/, S1.�/; : : : ; Sm.�/, and let PPC.�/ D
PC.�/=M .�/.

We assume that

1. P.�/ 6� 0.

2. The leading coefficients of the polynomials P.�/, PC.�/ and M .�/ are
equal to 1.

3. ord PPC.�/ D N > 1, where N is the number of rows of the matrix Q.�/.

4. max
k

ord Sk.�/ 6 ord P.�/ and max
˛;k

ord T˛k.�/ D ord P.�/� 1.

Based on the last of these assumptions, we define the 1 � m matrices S˙.�/ D
fSk˙.�/g and the N �m matrices T˙.�/ D fT˛k˙.�/g by the identities

S

P
D c C SC

PC

C S�

P�

;
T

P
D TC

PC

C T�

P�

; (1.1.3)
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where the relations
max
k

ord SkC; max
˛;k

ord T˛kC < ord PC;

max
k

ord Sk�; max
˛;k

ord T˛k� < ord P�

are valid, and c D fckg is a 1 �m matrix with constant entries.

1.1.2 Transformation of the basic inequality

In the case m ¤ 1, an essential difference between the estimates (1.1.1) and (1.0.17)
lies in the fact that P entering on the right-hand side of (1.1.1) is no longer a polyno-
mial, but an arbitrarym�mmatrix of polynomials. Now we present a simple method
that allows to replace the estimate (1.1.1) by the estimate (1.1.6) (and even by in-
equality (1.1.8)), where the matrix P .�i d=dt/ on the right-hand side is replaced

by the diagonal matrix P .�i d=dt/ I (by the matrix
P

M
.�i d=dt/ I , respectively).

This enable us to follow the plan of proving the estimate (1.0.17) outlined in Subsec-
tion 1.0.2.

Lemma 1.1.1. For any vector function g D .g1; : : : ; gm/ 2 C1
0 .R

1
C/ there exists a

solution ' D .'1; : : : ; 'm/ 2 C1
0 .R

1
C/ of the system of equations

P .�i d=dt/ I' D g: (1.1.4)

Proof. Let J D ord P.�/, let v1.t/; : : : ; vJ .t/ be a system of linearly independent
solutions of the equation P.�i d=dt/v D 0, letW.v1; : : : ; vJ / be the Wronskian of
this system, and letWk.v

1; : : : ; vJ / be the determinant obtained fromW.v1; : : : ; vJ /
by replacing its k-th column (1 6 k 6 J ) by .0; : : : ; 0; 1/. Then the vector function

'.t/ D �
JX

kD1

vk.t/

C1Z

t

Wk.v
1; : : : ; vJ /.�/

W.v1; : : : ; vJ /.�/
g.�/d�

is the solution of system (1.1.4) in the space C1
0 .R

1
C/. �

Lemma 1.1.2. For any u 2 C1
0 .R

1
C/ there exists a solution ' 2 C1

0 .R
1
C/ of the

system of equations

P c .�i d=dt/ ' D u: (1.1.5)

Proof. We set g D P .�i d=dt/ u and observe that g 2 C1
0 .R

1
C/. Then by Lemma

1.1.1 there exists a vector function ' 2 C1
0 .R

1
C/ such that P .�i d=dt/ I' D g.

We show that ' is also a solution of the system (1.1.5). Indeed, from the definition of
g and the equality P c.�/P.�/ D P.�/I , which is obviously true for the matrix P c,
it follows that

P .�i d=dt/ I Œu � P c .�i d=dt/ '� D P .�i d=dt/ Iu � P c .�i d=dt/ g D 0:

Since u � P c .�i d=dt/ ' 2 C1
0 .R

1
C/, we finally get u D P c .�i d=dt/ '. �
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From the definition of the matrices S and T , and this lemma, the following asser-
tions can be immediately obtained.

Lemma 1.1.3. The inequality (1.1.1) with some ƒ < 1 holds for all u 2 C1
0 .R

1
C/,

if and only if
Z 1

0

jS .�i d=dt/ 'j2 dt

6 ƒ

�Z 1

0

jP .�i d=dt/ I'j2 dt C jT .�i d=dt/ 'jtD0j2
� (1.1.6)

for all ' 2 C1
0 .R

1
C/.

Lemma 1.1.4. Let the matrix T .�/ satisfy the congruence

T .�/ � 0 .mod M .�//: (1.1.7)

We set PS.�/ D S.�/=M .�/, PP.�/ D P.�/=M .�/, and PT .�/ D T .�/=M .�/.
The inequality (1.1.1) with some ƒ < 1 is true for all u 2 C1

0 .R
1
C/, iff the

estimate
Z 1

0

ˇ̌ PS .�i d=dt/  
ˇ̌2
dt

6 ƒ

�Z 1

0

ˇ̌
ˇ PP .�i d=dt/ I 

ˇ̌
ˇ
2

dt C ˇ̌ PT .�i d=dt/  
ˇ̌
tD0

ˇ̌2
� (1.1.8)

holds for all  2 C1
0 .R

1
C/.

1.1.3 The simplest lower bound of the constant ƒ

In this subsection we obtain the lower bound (1.1.9) for the constants ƒ as a very
simple corollary of inequality (1.1.6). It will be used in the proof of Theorem 1.1.19.
The estimate (1.1.9) can be regarded as the first natural restriction on the class of
operators R that obey inequality (1.1.1).

Lemma 1.1.5. If for someƒ < 1 inequality (1.1.6) holds for all ' 2 C1
0 .R

1
C/, then

sup jS.�/=P.�/j2 6 ƒ: (1.1.9)

Proof. We substitute in (1.1.6) the vector function '.t/ D v.t C a/, where v.t/ 2
C1
0 .R

1/ and a 2 R
1 are chosen such that supp vk.t/\.�1; a/ D ; (k D 1; : : : ; m).

It is evident that '.t/ 2 C1
0 .R

1
C/ and '.j /.0/ D 0 (j D 0; 1; 2; : : : ). This means

that T .�i d=dt/ 'jtD0 D 0.
Thus, the estimate

1Z

�1

jS .�i d=dt/ vj2 dt 6 ƒ

1Z

�1

jP .�i d=dt/ Ivj2 dt:
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holds true for all vector functions v 2 C1
0 .R

1/. Now, applying the Fourier transform
and using the standard arguments, we get (1.1.9). �

Remark 1.1.6. It follows from inequality (1.1.9) that the polynomial PP.�/ has no
real roots.

1.1.4 On solutions of the system PC .�id=dt/ I' D 0

In Section 1.0, we repeatedly substituted solutions of the equation PC .�i d=dt/ v D
0 in inequality (1.0.17). However, these solutions do not belong to the space C1

0 .R
1
C/

(with respect to t), so this procedure requires a justification. In this subsection, we
show that the validity of inequality (1.1.6) for all ' 2 C1

0 .R
1
C/ establishes its correct-

ness for solutions of the system PC .�i d=dt/ I' D 0 as well. Thus, we complete a
gap in the arguments of Section 1.0 and, at the same time, provide a necessary basis
for further studying of the inequalities (1.1.6) and (1.1.8).

We begin with some remarks on solutions of the system of equations
PC .�i d=dt/ I' D 0.

Let �% be the root of the polynomial PPC.�/ D PC.�/=M .�/ of multiplicity

k%, so that PPC.�/ D Ql
%D1.� � �%/

k% (k1 C � � � C kl D N ). The roots of the

polynomial PC.�/ will also be denoted by �% and their multiplicities by ~%. Then

we have PC.�/ D Ql
%D1.� � �%/

~% . It is clear that l1 > l and ~% > k% provided

1 6 % 6 l . Let l2 (0 < l2 6 l) be an integer such that M .�%/ D 0 for 1Cl2 6 % 6 l1
and M .�%/ ¤ 0 for % 6 l2.

8 Then for % 6 l2 we have ~% D k%.

From the definition of M .�/ it follows that the 1 � m matrix S.�/ satisfies the
following conditions:

(a) S.�%/ ¤ 0, if 1 6 % 6 l2;

(b) S .˛/.�%/ D 0, if

1. l2 C 1 6 % 6 l and 0 6 ˛ 6 ~% � k% � 1,

2. l C 1 6 % 6 l1 and 0 6 ˛ 6 ~% � 1;

(c) S .~%�k%/.�%/ ¤ 0, if l2 C 1 6 % 6 l .

Let ord M .�/ D N1. We introduce two N � mn matrices G and T, and the
N �mN1 matrix T.M / as follows:

Matrix G. Let Sk D fs%�.%/k
�ˇ.�/

g be the N �N matrices whose rows are labeled by the

indices �, ˇ.�/, and whose columns are labeled by the indices %, �.%/, respectively.

8If M .�%/ D 0 for all % D 1; : : : ; l1, then we set l2 D 0. We restrict ourselves to the case l2 > 0 and

leave it to the reader to make the obvious modifications in all subsequent arguments and formulas for l2 D 0.
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These indices take the values �; % D 1; : : : ; l ; ˇ.�/ D 0; : : : ; k� � 1 and �.%/ D
0; : : : ; k% � 1, while the index k runs through the numbers 1; : : : ; m. We set

G D fS1; : : : ; SmgI s
%�.%/k

�ˇ.�/
D 0; if � ¤ %I

s
%�.%/k

%ˇ.%/
D
8
<
:

0; if � < ˇ;

�Š

.� � ˇ/Š
S
.��ˇ/

k
.�%/; if � > ˇ

.1 6 � 6 l2; � D �.%/; ˇ D ˇ.%//I

s
%�.%/k

%ˇ.%/
D
8
<
:

0; if � C ~% � k% < ˇ;

.� C ~% � k%/Š

.� C ~% � k% � ˇ/ŠS
.�C~%�k%�ˇ/

k
.�%/; if � C ~% � k% > ˇ

.l2 C 1 6 � 6 l; � D �.%/; ˇ D ˇ.%//;

9
>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>;

(1.1.10)
where Sk.�/ (k D 1; : : : ; m) are the entries of the matrix S.�/ defined by (1.1.2).

It follows from conditions (a) and (c) that rg G D N .

Matrix T. Let T k D ft%�.%/k˛ g be the N �N matrices whose rows are labeled by the
index ˛, and whose columns are labeled by the indices %, �.%/, respectively. These
indices take the values ˛ D 1; : : : ; N ; % D 1; : : : ; l ; �.%/ D 0; : : : ; k% � 1 in the case
1 6 % 6 l2, and �.%/ D ~%�k%; : : : ; ~%� 1 in the case l2C 1 6 % 6 l , respectively.
The index k runs through the numbers 1; : : : ; m. We set

T D fT 1; : : : ; Tmg; t%�.%/k˛ D T
.�/

˛k
.�%/; � D �.%/; (1.1.11)

where T˛k.�/ are the entries of the matrix T .�/ defined by (1.1.2).

Matrix T.M /. Let T k.M / D ft%�.%/k˛ .M /g be the N � N1 matrices whose rows
are labeled by the index ˛, (1 6 ˛ 6 N ), and whose columns are labeled by the
indices %, �.%/, respectively. These indices satisfy the conditions l2 C 1 6 % 6 l1
and 0 6 �.%/ 6 ~% � k% � 1 in the case l2 C 1 6 % 6 l , while 0 6 �.%/ 6 ~% � 1 in
the case l C 1 6 % 6 l1. The index k runs through the numbers 1; : : : ; m. We set

T.M / D fT 1.M /; : : : ; Tm.M /g; t%�.%/k˛ .M / D T
.�/

˛k
.�%/;

� D �.%/:
(1.1.12)

The solutions of the system PC .�i d=dt/ I' D 0, which we need later, are
constructed as linear combinations of the vector functions x1, x2, y1, y2 with the
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following components:

x1k.t/ D
l2X

%D1

k%�1X

�D0

x%�kz%� .t/;

x2k.t/ D
lX

%Dl2C1

~%�1X

�D~%�k%

x%�kz%� .t/;

y1k.t/ D
lX

%Dl2C1

~%�k%�1X

�D0

y%�kz%� .t/;

y2k.t/ D
l1X

%DlC1

~%�1X

�D0

y%�kz%� .t/:

(1.1.13)

Here, z%� .t/ D exp .i�%t/.it/
� , x%�k , and y%�k are arbitrary complex constants, and

k D 1; : : : ; m.
A direct verification shows that

1. S .�i d=dt/ y1 D S .�i d=dt/ y2 D 0 for any choice of the constants y%�k .

2. S .�i d=dt/ .x1 C x2/ D 0 if and only if the vector „ 2 C
mN composed of

the coefficients x%�k such that

„ D .x%�k/

.k D 1; : : : ; mI 0 6 � 6 k% � 1 if 1 6 % 6 l2;

and ~% � k% 6 � D ~% � 1 if l2 C 1 6 % 6 l/;

(1.1.14)

satisfies the condition
G„ D 0; (1.1.15)

where G is the matrix (1.1.10).

3. T .�i d=dt/ .x1 C x2/
ˇ̌
tD0

D 0 if and only if vector (1.1.14) satisfies the
condition

T„ D 0; (1.1.16)

where T is the matrix (1.1.11).

4. T .�i d=dt/ .x1 C x2 C y1 C y2/
ˇ̌
tD0

D 0 if and only if

T„ D �T.M /H: (1.1.17)

Here,„ is the vector defined by (1.1.14), T and T.M / are the matrices defined
by (1.1.11) and (1.1.12), respectively, and H 2 C

mN1 is the vector composed
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of the coefficients y%�k such that

H D .y%�k/

.k D 1; : : : ; mI 0 6 � 6 ~% � k% � 1 if l2 C 1 6 % 6 l;

and 0 6 � 6 ~% � 1 if l C 1 6 % 6 l1/:

(1.1.18)

Lemma 1.1.7. Let inequality (1.1.6) hold for all ' 2 C1
0 .R

1
C/. Then, for any solu-

tion '.t/ of the system PC .�i d=dt/ I' D 0 there exists a sequence 's 2 C1
0 .R

1
C/

satisfying

T .�i d=dt/ 's jtD0 D 0 .s D 1; 2; : : : /; (1.1.19)

and

lim
s!1

1Z

0

jPC .�i d=dt/ I'sj2 dt D 0;

lim
s!1

1Z

0

jS .�i d=dt/ .' � 's/j2 dt D 0:

(1.1.20)

Proof. Consider a cut-off function �.t/ 2 C1
0 .R

1
C/ such that �.t/ D 1 for 0 6

t 6 1 and �.t/ D 0 for 2 6 t < 1. We set 's.t/ D �.t=s/'.t/ (s D 1; 2; : : : ).
Obviously, 's 2 C1

0 .R
1
C/ and (1.1.19) follows from the definition of �.t/. Since

PC .�i d=dt/ I' D 0, it suffices to show for the proof of (1.1.20) that

lim
s!1

1Z

0

ˇ̌
PC .�i d=dt/ Œ�.t=s/z%�.t/�

ˇ̌2
dt D 0 (1.1.21)

and

lim
s!1

1Z

0

ˇ̌
Sk .�i d=dt/ Œz%� .t/ � �.t=s/z%� .t/�

ˇ̌2
dt D 0

.k D 1; 2; : : : ; m/;

(1.1.22)

where z%� .t/ D .it/� exp .i�%t/, and % and � take the same values as in (1.1.13).
We now prove equalities (1.1.21) and (1.1.22). Since the estimate (1.1.6) holds

true for all ' 2 C1
0 .R

1
C/, the polynomial PP.�/ has no real roots in accordance with

Remark 1.1.6, Chapter 1. Therefore, for % D 1; : : : ; l2, � D 0; : : : ; k% � 1, and
% D l2C1; : : : ; l , � D ~%�k%; : : : ; ~%�1, the functions z%� .t/ and their derivatives
decrease exponentially as t ! 1, so that (1.1.21) and (1.1.22) hold.

Now, let % D l2 C 1; : : : ; l ; � D 0; : : : ; ~% � k% � 1 or % D l C 1; : : : ; l1;
� D 0; : : : ; ~% � 1. It follows from property (b) of the matrix S.�/ that for these
values of % and � , Sk .�i d=dt/ z%� .t/ D 0 (k D 1; : : : ; m).

On the other hand, it is obvious that

P
.!/
C .�i d=dt/ Œz%� .t/� .�i d=dt/! Œ�.t=s/� 6 cs��ord PC ;
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and, consequently,

1Z

0

ˇ̌
PC .�i d=dt/ Œ�.t=s/z%�.t/�

ˇ̌2
dt 6 cs1C2.��ord PC/;

where c > 0 is a constant. The integrals on the left-hand side of (1.1.22) can be
estimated in the same manner (with ord PC replaced by ord Sk). To complete
the proof, it remains to note that all the values of � considered here do not exceed
min ford PC; ord S1; : : : ; ord Smg � 1. �

Remark 1.1.8. It follows immediately from Lemma 1.1.7 that the vector functions
' 2 C1

0 .R
1
C/ in inequality (1.1.6) can be replaced by the solutions of the system

PC .�i d=dt/ I' D 0. From now on we will perform these (and similar) substitu-
tions without further comments.

1.1.5 Properties of the matrix T.�/

In this subsection we specify the algebraic conditions that the matrix T .�/ figuring in
the estimate (1.1.6) must satisfy. We show that if inequality (1.1.6) holds for all ' 2
C1
0 .R

1
C/, then the greatest common divisor of the polynomials PC.�/; S1.�/; : : : ;

Sm.�/ is a divisor of the matrix T .�/, and the rows of T .�/ are linearly independent
modulo PC.�/.

Lemma 1.1.9. If inequality (1.1.6) with some ƒ < 1 holds for all ' 2 C1
0 .R

1
C/,

then the matrix T .�/, defined by equation (1.1.2), satisfies relation (1.1.7).

Proof. We show that (1.1.6) leads to the equation rg T D N , where T is the matrix
(1.1.11), and to the equivalence of conditions (1.1.15) and (1.1.16).

We substitute in (1.1.6) the vector function ' D x1Cx2, where x1 and x2 are the
vectors introduced in (1.1.13). Since PC .�i d=dt/ I' D 0, the implication (1.1.16)
) (1.1.15) follows from inequality (1.1.6) and assertions 2 and 3 (see page 17). Since
rg G D N , we have rg T D N .

From the implication (1.1.16) ) (1.1.15) it follows that the rows of the matrix
G belong to the linear span of the rows of the matrix T. Since rgT D N , then,
conversely, the rows of T belong to the linear span of the rows of G. Therefore, we
have the equivalence (1.1.16) , (1.1.15).

We proceed now to the proof of relation (1.1.7). Obviously, it suffices to prove
that T.M / D 0, where T.M / is the matrix defined in (1.1.12).

Let „ and H be arbitrary vectors of the form (1.1.14) and (1.1.18), respectively,
and let x1, x2, y1, y2 be the vector functions defined by (1.1.13). We substitute the
vector function '� D x1 C x2 C y1 C y2 in (1.1.6). Since PC .�i d=dt/ I'� D 0,
the implication (1.1.17) ) (1.1.15) follows from assertions 1, 2 and 4 (see page 18).
Since rg T D N , the system of equations (1.1.17) is solvable with respect to „ for
any H 2 C

mN1 . For a fixed H it follows that every solution „ of (1.1.17) satisfies
also (1.1.15). The equivalence (1.1.15) , (1.1.16) has already been shown. Taking



20 1 Estimates for matrix operators

into account (1.1.17), we get T.M /H D 0 for all H 2 CmN1 , and, consequently,
T.M / D 0. �

To prove the linear independence of the rows of the matrix T modulo PC (Lemma
1.1.10), we again introduce two N �mN matrices PG and PT.

Let the matrix T .�/ defined by (1.1.2) satisfy relation (1.1.7), and suppose that
PS.�/ D S.�/=M .�/, PT .�/ D T .�/=M .�/, and PPC.�/ D PC.�/=M .�/.

Matrix PG. Let PSk D fPs%�.%/k
�ˇ.�/

g be the N �N matrices whose rows are labeled by the

indices �, ˇ.�/, and whose columns are labeled by the indices %, �.%/, respectively.
These indices take the values �; % D 1; : : : ; l ; ˇ.�/ D 0; : : : ; k� � 1, and �.%/ D
0; : : : ; k% � 1. The index k runs through the numbers 1; : : : ; m. We set

PG D f PS1; : : : ; PSmgI Ps%�.%/k
�ˇ.�/

D 0; if � ¤ %I

Ps%�.%/k
%ˇ.%/

D
8
<
:

0; if � < ˇ;

�Š

.� � ˇ/Š
PS .��ˇ/

k
.�%/; if � > ˇ

.� D �.%/; ˇ D ˇ.%//;

9
>>>>>>=
>>>>>>;

(1.1.23)

where PSk.�/ are the entries of the matrix PS.�/.
In accordance with the definition of the polynomial M .�/, the greatest common

divisor of PPC.�/, PS1.�/; : : : ; PSm.�/ is equal to 1. Therefore, the matrix PS.�/ satis-
fies the condition PS.�%/ ¤ 0, (% D 1; : : : ; l). This condition and definition (1.1.23)

yield to the equalities rg PG D ord PPC.�/ D N .

Matrix PT. Let PT k D fPt%�.%/k˛ g be the N �N matrices whose rows are labeled by the
index ˛, and whose columns are labeled by the indices %, �.%/, respectively. Here,
1 6 ˛ 6 N , 1 6 % 6 l , and 0 6 �.%/ 6 k% � 1. The index k runs through the
numbers 1; : : : ; m. We set

PT D f PT 1; : : : ; PTmg; Pt%�.%/k˛ D PT .�/
˛k
.�%/; .� D �.%//; (1.1.24)

where PT˛k are the entries of the matrix PT .�/.
First, we highlight two properties of the matrices PG and PT. These are similar to

properties 2 and 3 of the matrices G and T, which are defined by (1.1.10) and (1.1.11),
respectively.

We introduce the vector

 .t/ D . 1.t/; : : : ;  m.t//;

 k.t/ D
lX

%D1

k%�1X

�D0

 %�k.i t/
� exp .i�%t/ .k D 1; : : : ; m/;

(1.1.25)

where  %�k are arbitrary complex constants. Consider the vector ‰ 2 C
mN com-

posed by the coefficients  %�k as follows:

‰ D . %�k/ .k D 1; : : : ; mI % D 1; : : : ; l I � D 0; : : : ; k% � 1/: (1.1.26)
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A direct verification shows that

1. PS .�i d=dt/ .t/ D 0 if and only if vector (1.1.26) satisfies the condition

PG‰ D 0; (1.1.27)

where PG is the matrix (1.1.23).

2. PT .�i d=dt/  .t/jtD0 D 0 if and only if vector (1.1.26) satisfies the condition

PT‰ D 0; (1.1.28)

where PT is the matrix (1.1.24).

Lemma 1.1.10. Let the matrix T .�/ satisfy (1.1.7). If for some ƒ < 1 inequality

(1.1.8) holds for all  2 C1
0 .R

1
C/, then the rows of the matrix T .�/ are linearly

independent modulo PC.�/.

Proof. We substitute the vector function (1.1.25) into inequality (1.1.8). Since
PPC .�i d=dt/ I .t/ D 0, the implication (1.1.28) ) (1.1.27) follows from (1.1.8)

and assertions 1 and 2. Observe also that rg PG D N , and, consequently, rg PT D N .
In accordance with definition (1.1.24), this last equality is equivalent to the linear in-

dependence of the rows of the matrix PT .�/ modulo PPC.�/ or, what is the same, to
the linear independence of the rows of the matrix T .�/ modulo PC.�/. �

Remark 1.1.11. The estimate (1.1.8) implies not only the inclusion ker PT � ker PG (or,
what is the same, the implication (1.1.28) ) (1.1.27)), but also the equality ker PT D
ker PG. Indeed, if we assume that (1.1.28) ) (1.1.27), then the rows of the matrix
PG belong to the linear span of the rows of the matrix PT. Since rg PG D N (see the
definition of the matrix PG), we conclude that the rows of PG form a basis of the linear
span of the rows of PT. Therefore, it follows from the implication (1.1.28) ) (1.1.27)
that the inverse implication (1.1.27) ) (1.1.28) also holds. Thus, ker PT D ker PG9.

1.1.6 Integral representation for PS .�id=dt/ 

In this subsection, we derive for vector functions  2 C1
0 .R

1
C/ the formula (1.1.31),

which gives an integral representation of PS .�i d=dt/  in terms of PP .�i d=dt/ I 
and PT .�i d=dt/  jtD0. Representation (1.1.31) will be frequently used in the sequel.
In particular, it provides the estimate (1.1.8) as a direct corollary.

If m D 1 and the roots of the polynomial PPC are pairwise distinct, then the
formula (1.1.31) is already proved in Subsection 1.0.2 (see (1.0.29)). In the general
case, an essential role is played by the N �mN matrices PG and PT, which are defined
by (1.1.23) and (1.1.24), respectively. For m > 1, both these matrices have nontrivial
kernels, and, in accordance with Remark 1.1.11, the condition

ker PT D ker PG (1.1.29)

9The reader will note the similarity of this result with the assertion (1.1.15) , (1.1.16) established in the

proof of Lemma 1.1.9.
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is necessary for the validity of (1.1.8). Assuming ker PT � ker PG, we construct the
matrix PG.�/ (its existence in the scalar case follows from other conditions necessary
for the validity of (1.1.8))10 and obtain representation (1.1.31), according to the plan
outlined for the scalar case.

Lemma 1.1.12. Let the matrix T .�/, defined by (1.1.2), satisfy relation (1.1.7), let its

rows be linearly independent modulo PC.�/, and let the polynomial PP.�/ have no

real roots. Suppose also that

ker PT � ker PG; (1.1.30)

where PG and PT are the matices defined in (1.1.23) and (1.1.24), respectively. Then

there exists a 1 � N matrix PG.�/ D f PG˛g.�/ with polynomial entries PG˛ satisfying

max˛ ord PG˛.�/ 6 N � 1, such that for all vector-functions  2 C1
0 .R

1
C/ the

representation

PS .�i d=dt/ D 1p
2�

1Z

�1

eit�

� PS.�/
PP.�/

.Ft!�f /

C ip
2�

PG.�/
PP.�/

�
1p
2�

1Z

�1

T�.�/

P�.�/
.Ft!�f /d�

� PT .�i d=dt/ jtD0
��
d�

(1.1.31)

holds. Here, f .t/ D PP .�i d=dt/ I for t > 0 and f .t/ D 0 for t < 0, while T� is

the matrix defined by (1.1.3).

Proof. Set v.t/ D F�1
�!t.Ft!�f= PP.�//. Since the polynomial PP.�/ does not have

real roots, the components of the vector function Ft!�f= PP.�/ belong to space

L2.�1;1/. Since PP .�i d=dt/ Iv D f for t > 0, we have for t > 0 the rep-
resentation

 � v D  0 D . 01 ; : : : ;  
0
m/;

 0k D
lX

%D1

k%�1X

�D0

 0%�k.i t/
�ei�%t .k D 1; : : : ; m/;

9
>>=
>>;

(1.1.32)

where ‰0 D . 0
%�k

/ 2 CmN .

Further, as the vector function Ft!�f can be continued analytically into the half-
plane Im � < 0, we get

1Z

�1

PT .�/
PP.�/

.Ft!�f /d� D
1Z

�1

T�.�/

P�.�/
.Ft!�f /d�;

10See Subsection 1.0.2.
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which in conjunction with (1.1.32) yields

PT .�i d=dt/  jtD0 D 1p
2�

1Z

�1

T�.�/

P�.�/
.Ft!�f /d�C PT‰0; (1.1.33)

where PT is the matrix (1.1.24).
Let PT�1

R be the right inverse11 of the matrix PT, and let

‰ D . %�k/ D PT�1
R

2
4 PT .�i d=dt/  jtD0 � 1p

2�

1Z

�1

T�.�/

P�.�/
.Ft!�f /d�

3
5

(1.1.34)
be a solution of system (1.1.33). If ‰0 is any other solution of this system, then the
vector ‰0 � ‰ satisfies condition (1.1.28). In accordance with (1.1.30), this vector
satisfies also condition (1.1.27).

For t > 0, set

h%�k.t/ D
�X

ˇD0

1

ˇŠ
Ps%�k
%ˇ

.i t/��ˇei�%t

.% D 1; : : : ; l I � D 0; : : : ; k% � 1I k D 1; : : : ; m/;

(1.1.35)

where Ps%�k
%ˇ

with ˇ D ˇ.%/ and � D �.%/ are the entries of the matrix (1.1.23).

A direct verification shows that representation (1.1.32) implies the equality

PS .�i d=dt/ . � v/ D
mX

kD1

lX

%D1

k%�1X

�D0

 0%�kh%�k.t/; t > 0: (1.1.36)

Taking into account (1.1.36) and the fact that the vector‰0�‰ satisfies condition
(1.1.27), we can replace the coefficients  0

%�k
in (1.1.36) by the coefficients  %�k ,

which are defined by (1.1.34). Then representation (1.1.36) takes the form

PS .�i d=dt/ . � v/ D h.t/ PT�1
R

�
PT .�i d=dt/  jtD0

� 1p
2�

1Z

�1

T�.�/

P�.�/
.Ft!�f /d�

�
;

(1.1.37)

where h.t/ D fh%�k.t/g is the 1 � mN matrix with entries defined by (1.1.35) for

t > 0 and h.t/ D 0 for t < 0. We also point out that the matrix PT�1
R in (1.1.37) can

11The existence of the right inverse matrices follows from the assumptions about the matrix T.�/ formulated

in the lemma to be proved, since under these assumptions we have rg PT D N .
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be replaced by any right inverse of the matrix PT. (The latter is equivalent to replacing
 0
%�k

in (1.1.36) by another solution of system (1.1.28). This is legitimate by virtue

of the implication (1.1.28) ) (1.1.27)). Since the vector function  2 C1
0 .R

1
C/ is

arbitrarily chosen, it follows that the product h.t/ PT�1
R does not depend on the choice

of the matrix PT�1
R .

Let H.�/ D i.2�/1=2 PPC.�/Ft!�h.t/ or, what is the same,

H.�/ D fH%�k.�/g; H%�k.�/ D
�X

ˇD0

�Š

ˇŠ
PS .ˇ/
k
.�%/

PPC.�/

.� � �%/�C1�ˇ

.1 6 % 6 l I 0 6 � 6 k% � 1I 1 6 k 6 m/:

(1.1.38)

We set
PG.�/ D H.�/ PT�1

R : (1.1.39)

It follows from (1.1.38) and (1.1.39) that entries of the 1 � N matrix PG.�/ D
f PG1.�/; : : : ; PGN .�/g are polynomials and max˛ ord PG˛.�/ 6 N � 1. Taking into
account (1.1.37), we arrive at (1.1.31). �

Remark 1.1.13. If the conditions of Lemma 1.1.12 are satisfied, then the matrix PG
does not depend on choice of the matrix PT�1

R . This follows immediately from the

analogous property of the matrix h.t/ PT�1
R and equations (1.1.38) and (1.1.39).

Remark 1.1.14. The representation (1.1.31) remains valid when  is a solution of the

system PPC .�i d=dt/ I D 0. Indeed, setting f D 0 and v D 0, we can repeat the
remaining part of the proof of Lemma 1.1.12 without any changes.

1.1.7 Properties of the matrix G.�/

In this subsection, we study some connections between the integral representation
(1.1.31) and the identity (1.1.40). Corresponding results are contained in Lemmas
1.1.15 and 1.1.17, respectively.

Lemma 1.1.15. Let the assumptions of Lemma 1.1.12 be satisfied. Assume also that

G.�/ D M .�/ PG.�/, where PG.�/ is the 1 �N matrix defined by (1.1.39). Then

G.�/TC.�/ D .�� �/�1 ŒPC.�/SC.�/� PC.�/SC.�/� (1.1.40)

for all �; � 2 R
1. Here TC and SC are the matrices defined by (1.1.3).

Proof. From (1.1.7) and (1.1.3) it follows that

TC.�/ � 0 .mod M .�// and SC.�/ � 0 .mod M .�//:
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Therefore, it suffices to verify that for all �; � 2 R1 one has

PG.�/ PTC.�/ D .�� �/�1
h PPC.�/ PSC.�/� PPC.�/ PSC.�/

i
; (1.1.41)

where PTC D TC=M , PSC D SC=M , and PG is the matrix defined by (1.1.39).
We show that

PG.�/ PT%�kC D
�X

ˇD0

�Š

.� � ˇ/Š
PS .��ˇ/
C .�%/

PPC.�/

.� � �%/ˇC1
(1.1.42)

for all � 2 R
1 and for all % and � satisfying 1 6 % 6 l and 0 6 � 6 k% � 1,

respectively. Here,

PT%�kC D f PT .�/
˛kC

.�%/g
.˛ D 1; : : : ; N I % D 1; : : : ; l I � D 0; : : : ; k% � 1I k D 1; : : : ; m/

(1.1.43)

the %�k-th column of the N � mN matrix constructed from the matrix PTC in the
same way as the matrix PT was constructed from the matrix T (cf. (1.1.24)). For this
purpose, we substitute into (1.1.31) the vector functions  k D . 1k; : : : ;  mk/

12,
whose components are defined as follows:

 jk � 0 for j ¤ k;  kk D 0 for t < 0

 kk D .i t/
 exp .i�%t/ for t > 0

.k D 1; : : : ; mI % D 1; : : : ; l I 
 D 0; : : : ; k% � 1/:
Applying the Fourier transform, we find that for all � 2 R

1

PG.�/ PT%
k D

X

ˇD0


Š

.
 � ˇ/Š
PS .
�ˇ/

k
.�%/

PPC.�/

.� � �%/ˇC1

.1 6 % 6 l I 0 6 
 6 k% � 1/:
(1.1.44)

Here PT%
k is the %
k-th column of the matrix (1.1.24).
It follows from identities (1.1.3) that

PT .�/C .�%/ D
�X


D0

�Š


Š.� � 
/Š
PT .
/.�%/

�
1

P�

�.��
/

.�%/

and

PS .��ˇ/
C .�%/ D

��ˇX


1D0

.� � ˇ/Š

1Š.� � ˇ � 
1/Š

PS .
1/.�%/

�
1

P�

�.��ˇ�
1/

.�%/:

12The possibility of such substitution follows from Remark 1.1.14.
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Using these relations and equations (1.1.44), we obtain

PG.�/ PT%�kC D
�X

ˇD0

�X


Dˇ

�Š

.
 � ˇ/Š.� � 
/Š

�
1

P�

�.��
/

.�%/ PS .
�ˇ/

k
.�%/

PPC.�/

.� � �%/ˇC1

D
�X

ˇD0

��ˇX


1D0

�Š


1Š.� � ˇ � 
1/Š

�
1

P�

�.��ˇ�
1/

.�%/ PS .
1/

k
.�%/

PPC.�/

.� � �%/ˇC1

D
�X

ˇD0

�Š

.� � ˇ/Š
PS .��ˇ/

kC
.�%/

PPC.�/

.� � �%/ˇC1
;

which is exactly equation (1.1.42).

Since the entries of the matrices PTC.�/ and PSC.�/ are polynomials of degree at
most N � 1, identity (1.1.41) follows from (1.1.42). �

Remark 1.1.16. If the matrix T satisfies (1.1.7) and its rows are linearly independent
modulo PC, then the matrix G.�/ D fG1.�/; : : : ; GN .�/g, which satisfies (1.1.40)
and the relation G.�/ � 0 .modM .�// and consists of the polynomial entries such
that max˛ ord G˛.�/ 6 N�1Cord M .�/, is uniquely determined. Indeed, the right-
hand side of (1.1.41) is the 1 �m matrix, whose elements are polynomials w.r.t. � of
degree at mostN � 1. Since the rows of the matrix PTC.�/, consisting of polynomials
of degree at most N � 1, are linearly independent, the coefficients of the expansion
of the right-hand side of (1.1.41) with respect to these rows (if such an expansion is
possible) are uniquely determined.

Lemma 1.1.17. Let the 1 � N matrix G.�/ D fG˛.�/g with polynomial entries

satisfy the conditions G.�/ � 0 .mod M .�// and max˛ ord G˛.�/ 6 N � 1 C
ord M .�/ as well as identity (1.1.40). Then ker PT � ker PG, where PT and PG are

the matrices (1.1.23) and (1.1.24), respectively. If, in addition, the other assumptions

of Lemma 1.1.12 are in force, then the matrix PG D G=M admits representation

(1.1.39) and, consequently, equality (1.1.31) holds for all vector-valued functions

 2 C1
0 .R

1
C/.

Proof. Dividing both sides of identity (1.1.40) by M .�/M .�/, we see that the matrix
PG satisfies (1.1.41), and, consequently, conditions (1.1.42). Using relation (1.1.3) we

can express PT .
/.�%/ and PS .
1/.�%/ in terms of PT .�/C .�%/ and PS .��ˇ/
C .�%/, respectively.

The latter guarantees that PG satisfies equations (1.1.44)13.

Let ‰ D . %�k/ be an arbitrary solution of system (1.1.28). We show that ‰ is
also a solution of system (1.1.27). To this end, using (1.1.44) and definition (1.1.23),

13The computation justifying this is completely analogous to one in the proof of Lemma 1.1.15, where equa-

tions (1.1.42) are derived from (1.1.44). For this reason, we do not repeat this computation here.



1.1 Estimates for systems of ordinary differential operators on a semi-axis 27

we observe that for all � 2 R1,

0 D PG.�/ PT‰

D
mX

kD1

lX

%D1

k%�1X


D0


X

ˇD0


Š

.
 � ˇ/Š
PS .
�ˇ/

k
.�%/ %
k

PPC.�/

.� � �%/ˇC1
D E.�/ PG‰;

whereE.�/ D fE%ˇ .�/g is the 1�N matrix whose entries are the polynomials given
by

E%ˇ .�/ D
PPC.�/

.� � �%/ˇC1
.1 6 % 6 l I 0 6 ˇ 6 k% � 1/: (1.1.45)

Since polynomials (1.1.45) are obviously linearly independent, we have PG‰ D 0,
and, consequently, ker PT � ker PG.

Suppose now that the other conditions of Lemma 1.1.12 are satisfied. We show
that the matrix G=M admits the representation (1.1.39). Let H.�/ be the matrix
(1.1.38), and let PT�1

R be an arbitrary right-inverse matrix of PT. By Lemma 1.1.15,

the matrix M .�/H.�/ PT�1
R satisfies identity (1.1.40). But then, in accordance with

Remark 1.1.14, we get G.�/ D M .�/H.�/ PT�1
R . �

1.1.8 A quadratic functional

In this subsection we calculate the norm of a quadratic functional in the Hilbert space
(Lemma 1.1.12). The obtained result is fundamental for the proof of the lower bound
(1.1.49) for the sharp constantƒ in inequality (1.1.1) (see Subsection 1.1.9).

Lemma 1.1.18. Let Œ�; �� denote the scalar product in the Hilbert space H , let g,

a1; : : : ; aN , b1; : : : ; bN 2 H , and let

ˆ.g/ D 1

Œg; g�

"
NX

˛D1

Œg; a˛�b˛;

NX

˛D1

Œg; a˛�b˛

#
:

Then supfˆ.g/ W g 2 H g is equal to the largest eigenvalue of the matrix UB, where

the N � N matrices U and B are defined by U D fŒa˛; aˇ �g and B D fŒb˛; bˇ �g,

respectively.

Proof. Consider the operator K W H ! H defined by the formula

Kg D
NX

˛D1

Œg; a˛�b˛; g 2 H :

Since this operator is finite-dimensional, supfˆ.g/ W g 2 H g is attained at some
g0 2 H . Let � D ˆ.g0/. Varying ˆ.g/ w.r.t. g 2 H , we get

NX

˛;ˇD1

Œbˇ ; b˛�Œg0; aˇ �a˛ D �g0;
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and, consequently,

NX

˛;ˇD1

Œaj ; a˛�Œb˛; bˇ �Œaˇ ; g0� D �Œaj ; g0� .1 6 j 6 N/: (1.1.46)

From the definitions of the matrices U, B it follows that all the eigenvalues of the
matrix UB are nonnegative. Let �0 be the largest of these eigenvalues. Then, by
(1.1.46), we have � 6 �0.

Now let us show that � > �0. For this purpose, we denote by 
 D .
1; : : : ; 
N /
an arbitrary eigenvector of the matrix .UB/� corresponding to �0 and set

g� D
NX

jD1

N
jaj :

Then, on the one hand, we have

"
NX

˛D1

Œg�; a˛�;

NX

˛D1

Œg�; a˛�

#
D

NX

˛;ˇ;k;jD1

N
j Œaj ; a˛�
kŒak; aˇ �Œb˛; bˇ �

D
NX

˛;jD1

NX

ˇ;kD1

Œb˛; bˇ �Œaˇ ; ak�
kŒaj ; a˛� N
j

D �0

NX

˛;jD1

Œaj ; a˛� N
j
˛;

while on the other hand,

Œg�; g�� D
NX

˛;jD1

Œaj ; a˛� N
j 
˛:

Therefore, ˆ.g�/ D �0 and � > �0. �
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1.1.9 Necessary and sufficient conditions for the validity of inequality

(1.1.1)

We now state the main result of Section 1.1.

Theorem 1.1.19. Let N > 1. The estimate (1.1.1) holds true for some ƒ < 1 and

all u 2 C1
0 .R

1
C/ if and only if the following conditions are satisfied:

1. The matrix S.�/, defined by (1.1.2), satisfies the inequality sup jS.�/=P.�/j <
1.

2. The matrix T .�/, defined by (1.1.2), satisfies relation (1.1.7).

3. The rows of the matrix T .�/ are linearly independent modulo PC.�/.

4. There exists a uniquely determined polynomial 1�N matrix G.�/ D fG˛.�/g
such that

max
˛

ord G˛.�/ 6 N � 1C ord M .�/:

This matrix satisfies the congruence G.�/ � 0 .mod M .�//, and identity

(1.1.40) holds for all �; � 2 R
1.

Moreover, the sharp constantƒ in (1.1.1) obeys the estimates:

C1ƒ 6 sup

ˇ̌
ˇ̌ S.�/
P.�/

ˇ̌
ˇ̌
2

C
1Z

�1

1Z

�1

ˇ̌
ˇ̌ G.�/T�.�/

PC.�/P�.�/

ˇ̌
ˇ̌
2

d�d�

C
1Z

�1

ˇ̌
ˇ̌ G.�/
PC.�/

ˇ̌
ˇ̌
2

d� 6 C2ƒ;

(1.1.47)

where T� and G are the matrices defined by the identities (1.1.3) and (1.1.40), re-

spectively.

Proof. Necessity. Suppose the estimate (1.1.1) holds for all u 2 C1
0 .R

1
C/. Then, in

accordance with Lemma 1.1.3, inequality (1.1.6) holds for all ' 2 C1
0 .R

1
C/. There-

fore, the necessity of conditions 1 and 2 of our theorem follows from Lemmas 1.1.5
and 1.1.9, respectively. The necessity of condition 3 follows from Lemmas 1.1.4 and
1.1.10.

In the proof of Lemma 1.1.10 it was shown that the implication (1.1.27))(1.1.28)
or, what is the same, the inclusion (1.1.30), follows from the validity of (1.1.8). Tak-
ing this into account, we conclude that the necessity of condition 4 of our theorem
follows from Remark 1.1.6, Lemmas 1.1.4, 1.1.12, 1.1.15, and Remark 1.1.16.
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Sufficiency. Let G.�/ be a 1 � N matrix satisfying condition 4 of our theorem.
Then, conditions 1–3 of the theorem, Remark 1.1.6 and Lemma 1.1.17 guarantee that
representation (1.1.31) holds for all vector functions 2 C1

0 .R
1
C/. Using Parseval’s

identity and condition 1, we observe that (1.1.31) yields the following estimate for all
 2 C1

0 .R
1
C/:

1Z

0

ˇ̌ PS .�i d=dt/ 
ˇ̌2
dt 6 C

��
sup

ˇ̌
ˇ̌ S.�/
P.�/

ˇ̌
ˇ̌
2

C
1Z

�1

1Z

�1

ˇ̌
ˇ̌ G.�/T�.�/

PC.�/P�.�/

ˇ̌
ˇ̌
2

d�d�

� 1Z

�1

ˇ̌
ˇ PP .�i d=dt/ I 

ˇ̌
ˇ
2

dt

C
1Z

�1

ˇ̌
ˇ̌ G.�/
PC.�/

ˇ̌
ˇ̌
2

d�
ˇ̌ PT .�i d=dt/  jtD0

ˇ̌2
�
:

(1.1.48)

This estimate is obviously an inequality of the type (1.1.8).
Finally, applying Lemma 1.1.4, we get the estimate (1.1.1) for all u 2 C1

0 .R
1
C/.

Estimates for the sharp constantƒ. The upper bound for the sharp constantƒ in
inequality (1.1.1) follows from (1.1.48) and Lemma 1.1.4.

Let us prove the lower bound in (1.1.47). Due to Lemmas 1.1.2 and 1.1.5, it
suffices to check the inequalities

ƒ > C

1Z

�1

1Z

�1

ˇ̌
ˇ̌ G.�/T�.�/

PC.�/P�.�/

ˇ̌
ˇ̌
2

d�d� (1.1.49)

and

ƒ > C

1Z

�1

ˇ̌
ˇ̌ G.�/
PC.�/

ˇ̌
ˇ̌
2

d�: (1.1.50)

We now prove the estimate (1.1.49). Substituting in (1.1.31) the vector-functions
 2 C1

0 .R
1
C/ satisfying the condition PT .�i d=dt/ jtD0, we see that the integral

representation takes the form

PS .�i d=dt/  D 1p
2�

1Z

�1

eit�

� PS.�/
PP.�/

.Ft!�f /

C ip
2�

PG.�/
PPC.�/

1Z

�1

1p
2�

T�.�/

P�.�/
.Ft!�f /d�

�
d�:

(1.1.51)
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Since the entries of the 1 � N matrix PG.�/= PP.�/ can be continued analytically to
the half-plane Im � < 0 .� D � C i�/, equation (1.1.51) implies the estimate

0
B@

1Z

�1

ˇ̌
ˇ̌
ˇ̌
G.�/

PC.�/

1Z

�1

T�.�/

P�.�/
.Ft!�f /d�

ˇ̌
ˇ̌
ˇ̌

2

d�

1
CA

1=2

D

0
B@

1Z

�1

ˇ̌
ˇ̌
ˇ̌

PG.�/
PPC.�/

1Z

�1

T�.�/

P�.�/
.Ft!�f /d�

ˇ̌
ˇ̌
ˇ̌

2

d�

1
CA

1=2

6

0
@2�

1Z

0

ˇ̌ PS .�i d=dt/  
ˇ̌2
dt

1
A
1=2

C
0
@2�

1Z

0

ˇ̌
ˇ̌
ˇF

�1
�!t

" PS.�/
PP.�/

.Ft!�f /

#ˇ̌
ˇ̌
ˇ

2

dt

1
A
1=2

6
p
2�
h
ƒ1=2 C .sup jS.�/=P.�/j2/1=2

i 1Z

�1

jFt!�f j2d�

6 2
p
2�ƒ1=2

1Z

�1

jFt!�f j2d�;

(1.1.52)

where the last step used the inequality (1.1.9).
Consider the Hilbert space H of vector functions g D .g1; : : : ; gm/, whose com-

ponents belong to L2.R1/ and admit analytic continuation to the half-plane Im � < 0
.� D � C i�/. We define a scalar product by

Œg; h� D
mX

kD0

1Z

�1

gk.�/hk.�/d�; g; h 2 H :

The vector functions g D Ft!�f , figuring in (1.1.52), are obviously dense in
H .

We consider also the vector functions a˛.�/ D .a˛1.�/; : : : ; a˛m.�// and b˛.�/ D
.b˛1.�/; : : : ; b˛m.�// 2 H .˛ D 1; : : : ; N /, where a˛k.�/ D T ˛k�.�/=P�.�/ and
b˛k.�/ D G˛.�/=PC.�/ .˛ D 1; : : : ; N I k D 1; : : : ; m/. Here, T˛k�.�/ and G˛.�/
are the entries of the N � m matrix T� and the 1 � N matrix G.�/, respectively.
Suppose that

ˆ.g/ D 1

Œg; g�

"
NX

˛D1

Œg; a˛�b˛;

NX

˛D1

Œg; a˛�b˛

#
; g 2 H :
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The inequality (1.1.52) can be recast as

ˆ.g/ 6 8�ƒm:

Then the estimate (1.1.49) follows directly from Lemma 1.1.18, if we observe that
the double integral on the right-hand side is equal to m�1tr.UB/.

It remains to prove inequality (1.1.50). Using Remark 1.1.14, we substitute in

(1.1.51) a solution  0 of the system PPC .�i d=dt/ I D 0. Then representation
(1.1.31) takes the form

PS .�i d=dt/ 0 D � ip
2�
F �1
�!t

 PG.�/
PPC.�/

PT .�i d=dt/ 0
ˇ̌
tD0

!
: (1.1.53)

On the other hand, substituting  0 in the estimate (1.1.8), we obtain

1Z

0

ˇ̌ PS .�i d=dt/  0
ˇ̌2
dt 6 ƒ

ˇ̌ PT .�i d=dt/ 0
ˇ̌
tD0

ˇ̌2
: (1.1.54)

Let PT be the matrix (1.1.24). Since rg PT D N (see the proof of Lemma 1.1.10), the

mapping PT .�i d=dt/  0
ˇ̌
tD0

of the space of solutions of the system PPC .�i d=dt/ I D
0 into the space CN is surjective. Therefore, inequality (1.1.50) follows from (1.1.53)
and (1.1.54). �

1.1.10 On condition 4 of Theorem 1.1.19

We have already noted in Subsection 1.0.2 that in the case m D 1 condition 4 of
Theorem 1.1.19 follows from the other conditions of this theorem. This assertion
was proved there under the additional assumption M .�I �/ D 1. To remove this
restriction, it is sufficient to divide both sides of (1.0.24) by M .�I �/M .�I �/ and
repeat for the resulting equality all the subsequent arguments.

If m > 1, then, in general, condition 4 of Theorem 1.1.19 does not follow from
the other conditions of this theorem, as shown by the following example:

Example 1.1.20. Let m D 2, R.�/ D f1; 1g and P.�/ D .� � �/I with � 2 C
1 and

Im � > 0. Then we obviously have S.�/ D f� � �; � � �g and PC.�/ D P.�/ D
.� � �/2, and, consequently, M .�/ D PPC.�/ D � � �, N D 1 and PS.�/ D f1; 1g.
We set Q.�/ D f1; 0g. Since T .�/ D f� � �; 0g, we get PT .�/ D f1; 0g. In view of
definitions (1.1.23) and (1.1.24) we find: PG D f1; 1g and PT D f1; 0g. However, the
latter means that ker PT is not a subset of ker PG, and, consequently (see Lemma 1.1.15),
condition 4 of Theorem 1.1.19 is not fulfilled. At the same time, it is clear that all the
other conditions of this theorem are satisfied.

The question of when condition 4 of Theorem 1.1.19 follows from other condi-
tions of this theorem is completely answered by Lemmas 1.1.15 and 1.1.17. Indeed,
these lemmas imply



1.1 Estimates for systems of ordinary differential operators on a semi-axis 33

Proposition 1.1.21. Let PG and PT be the matrices defined by equations (1.1.23) and

(1.1.24), respectively. Then condition 4 of Theorem 1.1.19 follows from conditions 1–
3 if and only if the rows of the matrix PG belong to the linear span of the rows of the

matrix PT.

In the context of this proposition, it would be appropriate to identify some easily
verifiable sufficient conditions for the validity of the inclusion ker PT � ker PG in the
casem > 1. A result of this type is Proposition 1.1.25, established below. Its proof is
based on the following lemma.

Lemma 1.1.22. Let U be the subspace of solutions of the system P .�i d=dt/ u D 0
defined by

U D
n
u W u D P c .�i d=dt/ '; PPC .�i d=dt/ I' D 0

o
: (1.1.55)

If the polynomials M .�/ and PPC.�/ are relatively prime, then dim U D ord PPC.�/
D N .

Proof. Since P.�/ is a polynomial m � m matrix, there exist polynomial m � m
matrices A.�/ and B.�/ such that detA D const ¤ 0, detB D const ¤ 0, and the
matrix L D APB is diagonal. A direct verification shows that P c D BKA, where
K.�/ D P.�/L�1.�/.

Consider the subspace of vector-functions

V D
n
' W PPC .�i d=dt/ I' D 0

o
: (1.1.56)

In accordance with (1.1.55), we have

U D B .�i d=dt/K .�i d=dt/A .�i d=dt/V :

Let V1 D K .�i d=dt/A .�i d=dt/V . Since detB D const ¤ 0, it follows that
dim V1 D dim U .

Now we show that dim V1 D ord PPC.�/. Because detA D const ¤ 0, a basis
of the subspace A .�i d=dt/V is provided by the vector functions with components
exp .i�%t/.it/

� , where 1 6 % 6 l and 0 6 � 6 k% � 1 (here we use the notation
introduced on page 16).

We denote by Kj .�/ the diagonal elements of the matrix K, and by Lj .�/ the
diagonal elements of the matrix L, respectively. Let 
j% denote the multiplicity of a

root �% of the polynomialKj . Since Kj D P=Lj and (as M and PPC are relatively
prime) �% is not a root of the polynomial M , we have the relations 
j% 6 k% � 1
(% D 1; : : : ; l ; j D 1; : : : ; m). We also note that

Kj .�i d=dt/
�
.it/� exp .i�%t/

�

D

8
ˆ̂<
ˆ̂:

0; if � < 
j%
�X


D
j%

�Š


Š.� � 
/Š
K
.
/
j .�%/.it/

��
 exp .i�%t/; if � > 
j%:

(1.1.57)
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Therefore,

dim V1 D
mX

jD1

lX

%D1

.k% � 
j%/ D m ord PPC �
mX

jD1

lX

%D1


j%:

On the other hand, since the polynomials M and PPC are relatively prime and
since

mY

jD1

Kj .�/ D const detP c.�/ D const ŒP.�/�m�1; (1.1.58)

we arrive at
mX

jD1

lX

%D1


j% D .m� 1/ ord PPC:

Using the last equality, we get dim V1 D ord PPC. �

Remark 1.1.23. The assumption that the polynomials M and PPC are relatively

prime is not necessary for the equality dim U D ord PPC, as the following exam-
ple shows.

Example 1.1.24. Let m D 3 and � 2 C
1 with Im � > 0. Consider the 1 � 3 matrix

R D f0; 0; ���g and suppose thatP is a a diagonal matrix with the diagonal elements
1, 1, and .� � �/2. Then P.�/ D PC.�/ D .� � �/2, the diagonal elements of the
matrix P c are equal to .� � �/2, .� � �/2, 1, and S D f0; 0; � � �g. Therefore,

we have M .�/ D PPC.�/ D � � �. Let V be the subspace (1.1.56). It is obvious
that dim V D 3 and as a basis we can take the vector functions .exp .i�t/; 0; 0/,
.0; exp .i�t/; 0/, .0; 0; exp .i�t//. Thus, we obtain the relations

P c .�i d=dt/ .exp .i�t/; 0; 0/ D .0; 0; 0/; P c.0; exp .i�t/; 0/ D .0; 0; 0/;

and P c .�i d=dt/ .0; 0 exp .i�t// D .0; 0; 0/. Therefore,

dim U D ord PPC D 1:

On the other hand, if the polynomials M .�/ and PP.�/ are not relatively prime,

we can not guarantee that dim U D ord PPC. For instance, in Example 1.1.20 the

matrix P c D .� � �/I coincides with the matrix PPC.�/I . Hence dim U D 0, while

ord PPC D 1.

Proposition 1.1.25. If the polynomials M .�/ and PPC.�/ D PC.�/=M .�/ are

relatively prime, then condition 4 of Theorem 1.1.19 follows from conditions 1–3 of

this theorem. In particular, this assertion holds true if all roots of the polynomial

PC.�/ are simple or if M .�/ D 1.
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Proof. We consider the homomorphism Q which associates to each element u of the
subspace (1.1.55) the vector

Q D Q .�i d=dt/ ujtD0
from space CN . HereQ.�/ is theN �mmatrix figuring in (1.1.1). Proposition 1.1.25
follows from the facts that the homomorphism Q.u/ is even an isomorphism, if the

polynomials M .�/ and PPC.�/ are relatively prime and conditions 2–3 of Theo-
rem 1.1.19 are fulfilled. First, we prove the latter assertion.

Let Q be an arbitrary vector in CN , and let PT be the matrix (1.1.24). Condition 3
of Theorem 1.1.19 means that rg PT D N , and hence the equation PT‰ D Q is solv-
able. We denote by ‰ an arbitrary solution of this equation. Considering ‰ 2 C

mN

as the vector (1.1.26), we define the vector function  .t/ by the equalities (1.1.25).

Since the polynomials M and PPC are relatively prime, we can construct a solu-

tion ' of the system M .�i d=dt/ I' D  such that PPC .�i d=dt/ I' D 0 holds.
We set u D P c .�i d=dt/ '. In accordance with the definition of the matrix T and
condition 2 of Theorem 1.1.19, we get

Q.u/ D T .�i d=dt/ 'jtD0 D PT .�i d=dt/ jtD0 D PT‰ D Q: (1.1.59)

The latter means that Q.u/ W U ! C
N is an epimorphism.

On the other hand, according to Lemma 1.1.22, we have dim U D N . Therefore,
the mapping Q.u/ is an isomorphism.

We proceed now to the proof of Proposition 1.1.25. Consider equalities (1.1.59)
for Q D 0. Since Q.u/ W U ! C

N , as shown above, is an isomorphism, we obtain
u D 0. This means that

R .�i d=dt/ u D S .�i d=dt/ ' D PS .�i d=dt/  D 0

or, equivalently (see Remark 1.1.11, p.22), PG‰ D 0, where PG is the matrix (1.1.23).

Thus, if the polynomials M .�/ and PPC.�/ are relatively prime and conditions 2–
3 of Theorem 1.1.19 are satisfied, then the implication (1.1.28))(1.1.27) holds. In
other words, ker PT � ker PG.

The validity of condition 4 of Theorem 1.1.19 can now be established by using
Lemma 1.1.15 and Remarks 1.1.6 and 1.1.16. �

1.1.11 Matrix G.�/ for estimates with a “large” number of boundary

operators

Up to now, we have discussed the estimate (1.1.1) with a matrix Q of boundary
operators, the number of rows of which satisfies N D ord .PC=M /. We note that
the estimate (1.1.1) is, in general, not true for matrices Q with a smaller number
of rows. Indeed, it follows from the definition of the matrix PG (see (1.1.23)) that
rg PG D ord .PC=M /. So, ifN < ord .PC=M /, then (1.1.28) does not (1.1.27) for
every vector ‰. Meanwhile, the validity of the implication (1.1.28))(1.1.27) for an
arbitrary N is necessary for the validity of (1.1.8)14, which is equivalent to (1.1.1).

14See the proof of Lemma 1.1.10.
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Along with the estimates containing such a minimal number of boundary oper-
ators, one can also study estimates of the type (1.1.1) where the number of rows of
the matrix Q is greater than ord .PC=M /. For example, in Section 1.3 we prove
Theorem 1.3.6 providing sufficient conditions for the validity of the estimate (1.3.9)
in the case the number N of rows of the matrix of boundary operators is equal to
ord PC > ord .PC=M /, and these rows are linearly independent modulo PC.
(The last condition restricts naturally the number of rows of the matrix Q).

To pave the way for studying such estimates, we establish in this subsection a
result (Proposition 1.1.26) which is similar to Lemmas 1.1.12 and 1.1.15. A special
feature of this result is that the existence of the matrix G is independent of conditions
of the type (1.1.30). The issues discussed in Subsection 1.1.10 do not arise here.

Proposition 1.1.26. Suppose the roots of the polynomial PC.�/ are not real,

ord PC.�/ D N , and the rows of the N � m matrix T .�/ D Q.�/P c.�/ are

linearly independent modulo PC.�/. Then there exists a uniquely determined 1 �
N polynomial matrix G.�/ D fG1.�/; : : : ; GN .�/g such that max˛ ord G˛.�/ 6
N � 1 and the following assertions hold true:

1. The representation

S .�i d=dt/ ' D 1p
2�

1Z

�1

eit�

�
S.�/

P.�/
.Ft!�f /

C ip
2�

G.�/

PC.�/

�
1p
2�

1Z

�1

T�.�/

P�.�/
.Ft!�f /d�

� T .�i d=dt/ 'jtD0
��
d�

(1.1.60)

is valid for all ' 2 C1
0 .R

1
C/. Here f .t/ D P .�i d=dt/ I' for t > 0, and

f .t/ D 0 for t < 0.

2. The identity (1.1.40) is valid for all �; � 2 R
1.

Proof. Consider

W D fu W u D P c .�i d=dt/ '; PC .�i d=dt/ I' D 0g ;

which is a subspace of solutions of the system P .�i d=dt/ u D 0. The definition

of W is obtained from the definition of the subspace (1.1.55) by replacing PPC by

PC. Further, if in the proof of Lemma 1.1.22 we replace PPC by PC, l by l1, k% by
~%, and take into account the fact that polynomials PC.�/ and P�.�/ are relatively
prime, we obtain for the multiplicities 
j% arising in the proof of this lemma the
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estimates 
j% 6 ~% � 1 and the equality

mX

jD1

l1X

%D1


j% D .m � 1/ ord PC:

Since
mP
jD1

l1P
%D1

~% D m ord PC, we get dim W D ord PC D N .

Let Q.u/ be the homomorphism of W into C
n, defined by the relations Q.u/ D

Q .�i d=dt/ ujtD0 D T .�i d=dt/ 'jtD0. From the linear independence modulo
PC of the rows of the matrix T .�/ and the equality dim W D N it follows that
Q.u/ is also an isomorphism. Therefore, we have u D 0 and R .�i d=dt/ u D
S .�i d=dt/ ' D 0, provided that T .�i d=dt/ 'jtD0 D 0.

The last conclusion is an assertion of the type of implication (1.1.28))(1.1.27).
In combination with the facts that the roots of the polynomial PC are not real
and the rows of the matrix T .�/ are linearly independent modulo PC, it allows
us to construct a polynomial 1 � N matrix G.�/ D fG1.�/; : : : ; GN .�/g such that
max˛ ord G˛.�/ 6 N�1 and representation (1.1.60) holds for all vector-valued func-
tions ' 2 C1

0 .R
1
C/. The arguments justifying this are a modification of the proof of

Lemma 1.1.12, where PPC is replaced by PC, PS by S and PT by T , respectively. The
detailed justification is left to the reader.

The representation (1.1.60) is also valid for solutions ' of the system
PC .�i d=dt/ I' D 0 (cf. Remark 1.1.14). Therefore, a further development of
the case discussed above leads to an assertion of the type of Lemma 1.1.15:

The matrix G in (1.1.60) satisfies identity (1.1.40). (Here again plays an essential
role the fact that the roots of the polynomial PC.�/ are not real, cf. the proof of
Lemma 1.1.15).

Finally, the uniqueness of the matrix G follows from the linear independence
(mod PC) of the rows of the matrix T . The proof is complete. �

1.1.12 Explicit representations of the matrix G.�/

We provide now two explicit representations of the 1 � N matrix G.�/ figuring in
condition 4 of Theorem 1.1.19.

We have already obtained one such representation in Lemma 1.1.17:

G.�/ D M .�/H.�/ PT�1
R ; (1.1.61)

whereH.�/ is the 1�mN matrix (1.1.38), and PT�1
R is any right-inverse to the matrix

(1.1.24).

Another representation for G.�/ follows directly from identity (1.1.40).
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Proposition 1.1.27. Suppose that conditions 1–4 of Theorem 1.1.19 are satisfied.

Define the N �N matrix TC by

TC D
1Z

�1

TC.�/T
�
C.�/

jPC.�/j2
d� (1.1.62)

Then the 1 � N matrix G.�/, satisfying condition 4 of Theorem 1.1.19, admits the

representation

G.�/ D
1Z

�1

PC.�/SC.�/� PC.�/SC.�/

.�� �/jPC.�/j2 T �
C.�/d�T

�1
C : (1.1.63)

Proof. Thanks to the conditions 1–2 of Theorem 1.1.19 the integral on the right-hand
side of (1.1.62) converges, while condition 3 ensures the invertibility of the matrix
TC. Now multiply from the right both sides of identity (1.1.40) by them�N matrix
T �

C.�/=jPC.�/j2 and integrate over �. Multiplying both sides of resulting identity

by T �1
C , we get representation (1.1.63). �

Remark 1.1.28. Obviously, representation (1.1.63) is also valid for the 1 �N matrix
G.�/ figuring in Proposition 1.1.26.

1.1.13 Estimates for vector functions satisfying homogeneous

boundary conditions

In this subsection, we show that the necessary and sufficient criterion for the valid-
ity of (1.1.1) coincides with the necessary and sufficient criterion for the validity of
(1.1.64) for vector functions satisfying the condition Q .�i d=dt/ujtD0 D 0. How-
ever, the exact constants ƒ and ƒ0 in (1.1.1) and (1.1.64) are estimated in different
ways.

Theorem 1.1.29. Let N > 1. The estimate

1Z

0

jR .�i d=dt/ uj2 dt 6 ƒ0

1Z

0

jP .�i d=dt/ uj2 dt (1.1.64)

holds for some ƒ0 < 1 and for all u 2 C1
0 .R

1
C/ satisfying the condition

Q .�i d=dt/ujtD0 D 0, if and only if conditions 1–4 of Theorem 1.1.19 are satis-

fied. The sharp constantƒ0 in (1.1.64) obeys the estimates

C1ƒ0 6 sup

ˇ̌
ˇ̌ S.�/
P.�/

ˇ̌
ˇ̌
2

C
1Z

�1

1Z

�1

ˇ̌
ˇ̌ G.�/T�.�/

PC.�/P�.�/

ˇ̌
ˇ̌
2

d�d� 6 C2ƒ0; (1.1.65)

where S , T� and G are the matrices appearing in inequality (1.1.47).
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Proof. The necessity of the conditions of this theorem has already been established in
the proof of the necessity of conditions of Theorem 1.1.19. Indeed, that proof is based
on the substitution of the vector functions u.t/ satisfying Q .�i d=dt/ ujtD0 D 0
in (1.1.1). The latter is equivalent to inserting the vector functions '.t/ satisfying
T .�i d=dt/ 'jtD0 D 0, and the vector functions  .t/ satisfying PT .�i d=dt/ jtD0
D 0 in (1.1.6) and (1.1.8), respectively.

The sufficiency of the conditions of the theorem and the upper bound for the sharp
constantƒ0 follow from representation (1.1.51).

Finally, we note that in the proof of the lower bounds (1.1.9) and (1.1.49) for
the sharp constant ƒ, we considered only vector valued functions satisfying homo-
geneous boundary conditions. Hence, these estimates are also valid for the constant
ƒ0. �

1.1.14 Estimates for vector functions without boundary conditions

Up to now we have assumed that the numberN (the number of rows of the matrix Q
of boundary operators in the estimate (1.1.1) or the number of rows of the matrix of
homogeneous boundary conditions to which the vector functions are subjected in the
estimate (1.1.64)) is at least 1. In this subsection we consider the case N D 0.

Here we will show (Theorem 1.1.30) that the congruence (1.1.67) is necessary
and sufficient for the validity of (1.1.66). The left-hand side of the inequality
sup jS.�/=P.�/j2 < 1, which follows from (1.1.67), is just the sharp constant
ƒ in the estimate (1.1.66).

Theorem 1.1.30. The inequality

1Z

0

jR .�i d=dt/ uj2 dt 6 ƒ

1Z

0

jP .�i d=dt/ uj2 dt (1.1.66)

holds for someƒ < 1 and for all u 2 C1
0 .R

1
C/, if and only if the 1�m matrix S.�/,

defined by (1.1.2), satisfies the congruence

S.�/ � 0 .mod PC.�//: (1.1.67)

The sharp constantƒ in (1.1.66) is equal to sup jS.�/=P.�/j2 < 1.

Proof. It follows from Lemma 1.1.3 that the inequality (1.1.66) is valid for all u 2
C1
0 .R

1
C/ if and only if the inequality

1Z

0

jS .�i d=dt/ 'j2 dt 6 ƒ

1Z

0

jP .�i d=dt/ I'j2 dt (1.1.68)

is valid for all ' 2 C1
0 .R

1
C/.
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On the other hand, it is clear that (1.1.68) holds for all vector functions ' 2
C1
0 .R

1
C/ if and only if the inequalities (perhaps with a different constantƒ1)

1Z

0

jSk .�i d=dt/ 'kj2 dt 6 ƒ1

1Z

0

jP .�i d=dt/ 'kj2 dt .k D 1; : : : ; m/

(1.1.69)
are satisfied for all their components 'k . Substituting in (1.1.69) an arbitrary solution
z.t/ of the equation PC .�i d=dt/ z D 0 (see Remark 1.1.8) instead of 'k.t/, we
obtain

Sk .�i d=dt/ z.t/ D 0 .k D 1; : : : ; m/;

which is equivalent to (1.1.67).

Conversely, let S.�/ � 0 .mod PC.�//. Then M .�/ D PC.�/, PPC.�/ D 1,

and PP.�/ D P�.�/, and representation (1.1.31) is replaced by

PS .�i d=dt/ D F �1
�!t

 PS.�/
PP.�/

Ft!�f

!
;  2 C1

0 .R
1
C/; (1.1.70)

where f .t/ D PP .�i d=dt/ I for t > 0 and f .t/ D 0 for t < 0.15 It follows from
(1.1.70) that

1Z

0

jS .�i d=dt/ j2 dt 6 sup

ˇ̌
ˇ̌
ˇ

PS.�/
PP.�/

ˇ̌
ˇ̌
ˇ

2 1Z

0

ˇ̌
ˇ PP .�i d=dt/ I 

ˇ̌
ˇ
2

dt;

 2 C1
0 .R

1
C/:

(1.1.71)

Hence, estimate (1.1.68) with the sharp constant ƒ < sup jS.�/=P.�/j2 holds
for all ' 2 C1

0 .R
1
C/.

The opposite inequality forƒ is deduced from (1.1.68) along the lines of the proof
of Lemma 1.1.5. �

1.2 Estimates in a half-space. Necessary and sufficient

conditions

Suppose R.�I �/ D fRj .�I �/g, P.�I �/ D fPkj .�I �/g, and Q.�I �/ D fQ j̨ .�I �/g
are 1�m,m�m andN�mmatrices, respectively, the entries of which are polynomials
of the variable � 2 R

1 with measurable complex-valued coefficients that are locally
bounded in Rn�1 and grow no faster than some power of j�j as j�j ! 1.

15Indeed, from the equality PPC.�/ D 1 it follows that  D F �1
t!�

�
Ft!�f= PP.�/

�
for t > 0.
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In this section we establish necessary and sufficient conditions for the validity of
the estimate

kR.D/uk2
B1=2 6 C

�
kP.D/uk2 C ˝̋

Q.D/u
˛̨2�

(1.2.1)

for all u D .u1.x; t/; : : : ; um.x; t// 2 C1
0 .R

n
C/. Here R.D/, P.D/ and Q.D/

are pseudodifferential operators corresponding to the matrices R.�I �/, P.�I �/ and
Q.�I �/, respectively, and B.�/ is a measurable function that is positive a.e. in Rn�1.

1.2.1 Basic assumptions and notation

First, we formulate assumptions on the matrices R, P and Q entering in (1.2.1).

Let P.�I �/ D det P.�I �/. Assuming P.�I �/ 6� 0, we rewrite this polynomial
(of � ) in the form

P.�I �/ D
JX

jD0

pj .�/�
J�j ;

and set

Z D f� W � 2 R
n�1; p0.�/ D 0g:

We denote by P c.�I �/ D fP jk.�I �/g the m � m matrix, whose rows are com-
posed of the algebraic complements of the elements of colunms of the matrix P . We
also define the 1 �m and N �m matrices S.�I �/ and T .�I �/ by

S.�I �/ D fSk.�I �/g D R.�I �/P c.�I �/;
T .�I �/ D fT˛k.�I �/g D Q.�I �/P c.�I �/

�
: (1.2.2)

Let VP.�I �/ D P.�I �/=p0.�/ with � 2 R
n�1 n Z . In addition, we consider the

following polynomials (of � ):

PC.�I �/ – the polynomial with leading coefficient 1,
whose � -roots (counting multiplicities)
coincide with the � -roots of P lying in the half-plane
Im � > 0 .� D � C i�/;

P�.�I �/ D VP.�I �/=PC.�I �/;
M .�I �/ – the greatest common divisor of the polynomials

PC.�I �/, S1.�I �/; : : : ; Sm.�I �/ with leading
coefficients 1;

PPC.�I �/ D PC.�I �/=M .�I �/.
The basic assumptions are:

1. J > 1;

2. mesn�1Z D 0;

3. ord PPC.�I �/ D N , ord Sk.�I �/ 6 J , ord T˛k.�I �/ 6 J � 1 (k D 1; : : : ; mI
˛ D 1; : : : ; N ) on a full-measure set X j R

n�1 n Z .
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We define on the set X � R1 the 1 �m matrices S˙.�I �/ D fSk˙.�I �/g and the
N �m matrices T˙.�I �/ D fTk˙.�I �/g by the following partial fraction decompo-
sitions (w.r.t. � ):

S.�I �/
P.�I �/ D c.�/C SC.�I �/

PC.�I �/
C S�.�I �/

P�.�I �/
(1.2.3)

and
T .�I �/
P.�I �/ D TC.�I �/

PC.�I �/
C T�.�I �/

P�.�I �/
; (1.2.4)

where the 1 �m matrix c.�/ does not depend on � and

ord SkC.�I �/; ord T˛kC.�I �/ < ord PC.�I �/;
ord Sk�.�I �/; ord T˛k�.�I �/ < ord P�.�I �/;
.k D 1; : : : ; mI ˛ D 1; : : : ; N /:

Remark 1.2.1. The condition mesn�1Z D 0 is satisfied, for example, if p0.�/ is a
polynomial of the variable � .

This is a consequence of the following assertion:
Let p.�/ be a non-identically vanishing polynomial of the variable � 2 R

n�1 with

complex coefficients. Then

mesn�1f� W � 2 R
n�1; p.�/ D 0g D 0:

We prove this by an argument from [LouSim72] (see [LouSim72], pp. 11–12). It
suffices to show that the assertion is true for polynomials with real coefficients.

The proof is done by induction w.r.t. degp. In the case degp D 0, the assertion
is trivial.

Now, let r > 0 and suppose that the assertion is true for all polynomials of degree
less than or equal r that are not identically equal to zero.

Consider an arbitrary polynomial p.�/ of degree r C 1 with real coefficients, and
set

N D f� W � 2 R
n�1; p.�/ D 0g;

N1 D f� W � 2 R
n�1; p.�/ D 0; gradp.�/ ¤ 0g;

N2 D N n N1:

We claim that

mesn�1N1 D mesn�1N2 D 0:

Indeed, for every integer K > 0 the set N1 \ f� W � 2 R
n�1; j�j 6 Kg can

be represented as a union of pieces of regular hypersurfaces in Rn�1. Therefore, its
.n � 1/-dimensional Lebesgue measure equals zero. Since N1 is a countable union
of such zero-measure sets, we conclude that mesn�1N1 D 0.
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To prove that mesn�1N2 D 0, we note that deg
�
@p=@�j

�
6 r , (j D 1; : : : ; n�1).

On the other hand, gradp.�/ 6� 0: otherwise we would have p.�/ � const ¤ 0. The
latter implies deg p.�/ ¤ r C 1 (r > 0), which contradicts the induction hypothesis.

Applying the induction hypothesis to the polynomial @p=@�j (j D 1; : : : ; n � 1)
we get mesn�1N2 D 0.

1.2.2 Theorems on necessary and sufficient conditions for the validity

of the estimates in a half-space

In this subsection we describe the main results of Section 1.2. Necessary and suffi-
cient conditions for the validity of the estimates (1.2.1) and (1.2.12) for all vector-
functions u 2 C1

0

�
R
n
C

�
are established in Theorems 1.2.2 and 1.2.3, respectively.

Necessary and sufficient criterion for the validity of (1.2.13) for vector functions that
satisfy homogeneous boundary conditions is given in Theorem 1.2.5.

We show that the statements of these theorems are simple corollaries of the anal-
ogous statements about estimates for matrix ordinary differential operators on the
semi-axis t > 0, obtained in Section 1.1.

Theorem 1.2.2. Let N > 1. The estimate (1.2.1) is valid for all u 2 C1
0 .R

n
C/ if and

only if the following conditions are satisfied:

1. The matrix S.�I �/, defined by (1.2.2), satisfies the inequality

B1=2.�/jS.�I �/j 6 constjP.�I �/j (1.2.5)

for all � 2 R
1 and almost all � 2 R

n�1.

2. The matrix T .�I �/, defined by (1.2.2), satisfies the congruence

T .�I �/ � 0 .mod M .�I �// (1.2.6)

for almost all � 2 R
n�1.

3. The rows of the matrix T .�I �/ are linearly independent modulo PC.�I �/ for

almost all � 2 Rn�1.

4. There exists a uniquely determined 1 � N matrix G.�I �/ D fG1.�I �/; : : : ;
GN .�I �/g with polynomial (of � ) entries such that

max
˛

ord G˛.�I �/ 6 N � 1C ord M .�I �/:

Moreover, the congruence

G.�I �/ � 0 .mod M .�I �//
and the identity w.r.t. �; � 2 R

1

G.�I �/TC.�I �/ D 1

� � � ŒPC.�I �/SC.�I �/� PC.�I �/SC.�I �/� (1.2.7)

hold a.e. in R
n�1. Here SC.�I �/ and TC.�I �/ are the matrices defined by

(1.2.3) and (1.2.4), respectively.
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5. The inequality

B.�/

1Z

�1

1Z

�1

ˇ̌
ˇ̌ G.�I �/T�.�I �/
PC.�I �/P�.�I �/

ˇ̌
ˇ̌
2

d�d� 6 const (1.2.8)

holds for almost all � 2 R
n�1. Here G.�I �/ is the matrix satisfying condition

4, and T�.�I �/ is the matrix defined by (1.2.4).

6. The inequality

B.�/

1Z

�1

ˇ̌
ˇ̌ G.�I �/
PC.�I �/

ˇ̌
ˇ̌
2

d� 6 const (1.2.9)

holds for almost all � 2 R
n�1.

Proof. Necessity. Consider for arbitrary A > 0 the “cut-off” function

BA.�/ D
�
B.�/; if B.�/ 6 A;

A; if B.�/ > A:

In accordance with definition of the norm k � kB1=2 , it follows from (1.2.1) that the
estimate

kR.D/uk2
B

1=2
A

6 C
�
kP.D/uk2 C ˝̋

Q.D/u
˛̨2�

: (1.2.10)

holds for any A > 0 and for all u 2 C1
0 .R

n
C/.

Let � 2 R
n�1 n Z , and let p.�/ D Œp0.�/�

1=m be the principal value of the

m-th root of p0.�/. We set VR.�I �/ D R.�I �/=p.�/, VP .�I �/ D P.�I �/=p.�/ and

VQ.�I �/ D Q.�I �/=p.�/. We substitute in (1.2.10) the vector function

u.xI t/ D h.1�n/=2'
�x
h

�
eix��v.t/;

where h > 0 is a parameter, ' 2 C1
0 .R

n�1/, and v.t/ D .v1.t/; : : : ; vm.t// 2
C1
0 .R

1
C/, and then let h to C1 and take into account that the “cut-off” function

BA.�/ is bounded and the coefficients of the polynomials Rj .�I �/, Pkj .�I �/, and
Q j̨ .�I �/ are measurable, locally bounded functions growing not faster than some
power of j�j as j�j ! 1. In this way we get a new inequality. Finally, reducing all
its terms by the factor

jp.�/j2
Z

Rn�1

j'.x/j2dx

and letting A ! C1, we conclude that

1Z

0

ˇ̌
ˇ VR .�I �i d=dt/ v.t/

ˇ̌
ˇ
2

dt 6
C

B.�/

" 1Z

0

ˇ̌
ˇ VP .�I �i d=dt/ v.t/

ˇ̌
ˇ
2

dt

C
ˇ̌
ˇ VQ .�I �i d=dt/ v.t/jtD0

ˇ̌
ˇ
2
# (1.2.11)
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for almost all � 2 R
n�1 and all v.t/ 2 C1

0 .R
1
C/. Here det VP .�I �/ D VP.�I �/ is a

polynomial of degree J (in � ) with leading coefficient equal to 1.

Regarding for fixed � 2 R
n�1 inequality (1.2.11) as an estimate of the type (1.1.1),

we observe that the necessity of the all assumptions of Theorem 1.2.2 follows from
Theorem 1.1.19.

Sufficiency. The conditions 1–6 imply the estimate (1.2.11) for all v 2 C1
0 .R

1
C/.

Let u 2 C1
0 .R

n
C/. We substitute in (1.2.11) the vector function v�.t/ D Ou.�I t/.

Multiplying both sides of the resulting inequality byB.�/jp.�/j2 and integrating over
Rn�1 we find that u.xI t/ satisfies (1.2.1). �

Next, we formulate a result relating to the case N D 0.

Theorem 1.2.3. The estimate

kR.D/uk2
B1=2 6 CkP.D/uk2 (1.2.12)

holds true for all u 2 C1
0 .R

n
C/ if and only if the 1 � m matrix S.�I �/, defined by

(1.2.2), satisfies the following conditions:

1. S.�I �/ � 0 .mod PC.�I �// for almost all � 2 R
n�1;

2. B1=2.�/jS.�I �/j 6 const jP.�I �/j for all � 2 R1 and almost all � 2 Rn�1.

This theorem is deduced from Theorem 1.1.30 in the same way as Theorem 1.2.2
is deduced from Theorem 1.1.19.

Remark 1.2.4. If for almost all � 2 Rn�1 all � -roots of the polynomial P.�I �/ lie
in the half-plane Im � < 0, then condition 2 of Theorem 1.2.3 is evidently necessary
and sufficient for the validity of (1.2.12). Indeed, in this case PC.�I �/ D 1 and
condition 1 of Theorem 1.2.3 is automatically satisfied.

Finally, for vector functions u.xI t/ 2 C1
0 .R

n
C/ satisfying homogeneous bound-

ary conditions, we have the following direct consequence of Theorem 1.1.29.

Theorem 1.2.5. Let N > 1. The inequality

kR.D/uk2
B1=2 6 C0kP.D/uk2 (1.2.13)

is valid for all u 2 C1
0 .R

n
C/ satisfying the equation Q.D/u.xI 0/ D 0 if and only if

conditions 1–5 of Theorem 1.2.2 are satisfied.

1.2.3 Matrix G.�I �/ and its properties

Now, let us discuss some properties of the 1 � N matrix G.�I �/ that appears in
condition 4 of Theorem 1.2.2.

Recall that, for m D 1, the existence and uniqueness of the matrix G.�I �/ follow
from conditions 1–3 of Theorem 1.2.2. However, for m > 1 this is, in general, not
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true (see Subsection 1.1.10). From this point of view, one can interpret failure of
certain estimates of the type (1.2.1). For example, the estimate

ku1.xI t/C u2.xI t/k2

6 C

0
B@

2X

kD1






�
@

@t
��C 1

�
uk.xI t/






2

C
Z

Rn�1

ju1.xI 0/j2dx

1
CA ;

where x D .x1; : : : ; xn�1/ and � D @2

@x21
C � � � C @2

@x2n�1

, is not true for all u D
.u1; u2/ 2 C1

0 .R
n
C/. Here the matrices R.�I �/ D f1; 1g, P.�I �/ D i.� C i.�2 C

1//I , and R.�I �/ D f1; 0g are the same as in Example 1.1.20.

We formulate a criterion for condition 4 of Theorem 1.2.2 to follow from condi-
tions 1–3 of the same theorem. Let

PPC.�I �/ D
l.�/Y

%D1

.� � �%.�//�%.�/ .�1.�/C � � � C �l.�/.�/ D N/;

PS.�I �/ D S.�I �/=M .�I �/D f PSk.�I �/g;
PT .�I �/ D T .�I �/=M .�I �/D f PT˛k.�I �/g:

Let PG.�/ be theN�mN matrix obtained from the matrix (1.1.23) after we replace
PS .��ˇ/

k
.�%/ by PS .��ˇ/

k
.�I �%.�//, and let PT.�/ be the N � mN matrix obtained from

the matrix (1.1.24) after we replace PT .�/
˛k
.�%/ by PT .�/

˛k
.�I �%.�//. (In both cases we

differentiate with respect to the variable � ).

Proposition 1.2.6. The condition 4 of Theorem 1.2.2 follows from conditions 1–3 of

the same theorem if and only if, for almost all � 2 Rn�1, the rows of the matrix PG.�/
belong to the linear span of the rows of the matrix PT.

This proposition follows directly from Proposition 1.1.21.
We also give an easier stated sufficient condition, which follows from Proposi-

tion 1.1.25.

Proposition 1.2.7. If the polynomials M .�I �/ and PPC.�I �/ D PC.�I �/
M .�I �/ are rela-

tively prime for almost all � 2 R
n�1, then condition 4 of Theorem 1.2.2 follows from

conditions 1–3 of the same theorem. In particular, this assertion holds if the � -roots

of the polynomial PC.�I �/ are pairwise distinct a.e. in R
n�1, or if M .�I �/ D 1 for

all � 2 R
1 and almost all � 2 R

n�1.

Finally, we provide a result concerning estimates with a “large” number of bound-
ary operators (cf. Subsection 1.1.11).
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Proposition 1.2.8. Let the � -roots of the polynomial PC.�I �/ be nonreal for almost

all � 2 R
n�1, and let the rows of the N � m matrix T .�I �/ D Q.�I �/P c.�I �/

be linearly independent modulo PC.�I �/. Then there exists a uniquely determined

1 �N matrix G.�I �/ D fG1.�I �/; : : : ; GN .�I �/g with polynomial in � entries such

that

max
˛

ord G˛.�I �/ 6 N � 1
a.e. in R

n�1, and the following conditions are satisfied:

1. For all vector functions ' 2 C1
0 .R

1
C/ and almost all � 2 Rn�1 one has the

representation

VS .�I �i d=dt/ ' D 1p
2�

1Z

�1

eit�

( VS.�I �/
VP.�I �/

Ft!�f C ip
2�

G.�I �/
PC.�I �/

�
2
4 1p

2�

1Z

�1

VT�.�I �/
P�.�I �/

.Ft!�f /d�� VT .�I �i d=dt/ 'jtD0

3
5
9
=
;d�:

(1.2.14)

Here VS.�I �/D VR.�I �/ VP c.�I �/, VT .�I �/D VQ.�I �/ VP c.�I �/, VT�.�I �/ is a matrix ob-

tained from VT .�I �/ via a decomposition of the type (1.2.4),while VR.�I �/, VP .�I �/, and

VQ.�I �/ are the matricesR.�I �/,P.�I �/ andQ.�I �/ divided by p.�/ D Œp0.�/�
1=m,

respectively;p0.�/ is the leading coefficient of the polynomial P.�I �/ D detP.�I �/,
and f D VP .�I �i d=dt/ I' for t > 0 and f D 0 for t < 0.

2. Identity (1.2.7) holds for all �; � 2 R1 and almost all � 2 Rn�1.

This assertion obviously follows from Proposition 1.1.26. It will be used in Sec-
tion 1.3.

We complete this subsection by two propositions about exact representations of
the matrix G.�I �/.

Again, let N D ord PPC.�I �/. In addition to the above-introduced matrices
PS.�I �/, PT .�I �/, and PT.�/, we consider the 1 �mN matrix

H.�I �/ D fH%�k.�I �/g;

H%�k.�I �/ D
�X

ˇD0

�Š

ˇŠ
PS .ˇ/
k
.�I �%.�//

PPC.�I �/
.� � �%.�//�C1�ˇ

.1 6 % 6 l.�/I 0 6 & 6 k%.�/� 1I 1 6 k 6 m/:

9
>>>>=
>>>>;

(1.2.15)

Proposition 1.2.9. Suppose that conditions 1–4 of Theorem 1.2.2 are fulfilled. Then,

for almost all � 2 R
n�1 one can represent the matrix G.�I �/, figuring in condition 4

of Theorem 1.2.2, in the form

G.�I �/ D M .�I �/H.�I �/ PT�1
R .�/; (1.2.16)

where H.�I �/ is the matrix (1.2.15) and PT�1
R .�/ is an arbitrary matrix right inverse

to PT.�/.
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This result is a consequence of Lemma 1.1.17 (see also equation (1.1.61)).

Another representation for G.�I �/ follows from equation (1.2.7).

Proposition 1.2.10. Suppose that conditions 1–4 of Theorem 1.2.2 be fulfilled. Sup-

pose also that

TC.�/ D
1Z

�1

TC.�I �/T �
C.�I �/

jPC.�I �/j2
d�; (1.2.17)

where TC.�I �/ is theN �m matrix defined by (1.2.4), and T �
C.�I �/ is them�N ma-

trix, that is the conjugate transpose of TC. Then the 1 �N matrix G.�I �/, satisfying

condition 4 of Theorem 1.2.2, admits for almost all � 2 R
n�1 the representation

G.�I �/ D
1Z

�1

PC.�I �/SC.�I �/� PC.�I �/SC.�I �/
.� � �/jPC.�I �/j2

T �
C.�I �/d�T �1

C : (1.2.18)

This representation holds also for the matrix G figuring in Proposition 1.2.8.

The proof of Proposition 1.2.10 is based on Proposition 1.1.27 and Remark 1.1.28.

1.2.4 The case of a single boundary operator

The necessary and sufficient conditions for the validity of the estimates (1.2.1) and
(1.2.13), established in Theorems 1.2.2 and 1.2.5, respectively, can be formulated
more clearly in the case N D 1. The formulation of condition 4 of these theorems
becomes especially easy. Namely, we have

Corollary 1.2.11. Let N D 1, letQ.�I �/ be a given 1�m matrix, and let S.�I �/ D
fSk.�I �/g, T .�I �/ D fTk.�I �/g, and T�.�I �/ D fTk�.�I �/g be the 1 �m matrices

defined by (1.2.2) and (1.2.4), respectively. Suppose also that PPC.�I �/ D � � �.�/.
Then the estimate (1.2.1) holds for all u 2 C1

0 .R
n
C/ if and only if the following

conditions are satisfied:

1. For all � 2 R1 and almost all � 2 Rn�1 inequality (1.2.5) remains valid.

2. T .�I �/ � 0 .mod M .�I �// a.e. in R
n�1.

3. ŒT .�I �/=M .�I �/�ˇ̌
�D�.�/

¤ 0 a.e. in Rn�1.

4. There exists a measurable function ˛.�/ in R
n�1 such that

�
S.�I �/
M .�I �/

� ˇ̌
ˇ̌
�D�.�/

D ˛.�/

�
T .�I �/
M .�I �/

� ˇ̌
ˇ̌
�D�.�/

a.e. in R
n�1: (1.2.19)
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5. The inequality

B.�/
j˛.�/j2
Im �.�/

1Z

�1

ˇ̌
ˇ̌ T�.�I �/
P�.�I �/

ˇ̌
ˇ̌
2

d� 6 const (1.2.20)

holds for almost all � 2 R
n�1.

6. The inequality

B.�/j˛.�/j2 6 const Im �.�/ (1.2.21)

holds for almost all � 2 Rn�1.

Moreover, conditions 1–5 are necessary and sufficient for (1.2.13) to hold for all

vector functions u 2 C1
0 .R

n
C/ satisfying the equationQ.D/u.xI 0/ D 0.

Proof. We show that forN D 1 conditions 1–6 of Theorem 1.2.2 turn into conditions
1–6 of of this corollary.

Indeed, conditions 1 and 2 are formulated identically in both cases. The condition
3 of Corollary 1.2.11 obviously means nothing else than the “linear independence” of
the single-row matrix T .�I �/modulo PC.�I �/ D .� � �.�//M .�I �/.

Further, we consider condition 4. Let PG.�/ and PT.�/ be the matrices mentioned
in Proposition 1.2.6. It is obvious that, in the case N D 1,

PG.�/ D
�
S.�I �/
M .�I �/

�

�D�.�/

and PT.�/ D
�
T .�I �/
M .�I �/

�

�D�.�/

:

Relation (1.2.19) says that for almost all � 2 Rn�1 the single-row matrix PG.�/ be-
longs to the subspace generated in Cm by the single-row matrix PT.�/. Taking into
account Proposition 1.2.6, we observe that conditions 1–4 of Theorem 1.2.2 are over-
all equivalent to conditions 1–4 of Corollary 1.2.11.

Finally, we turn to conditions 5 and 6. Comparing (1.1.23) and (1.2.15), we note
that for N D 1 the matrix H.�I �/ does not depend on � and the equality H.�I �/ D
PG.�/ holds a.e. in R

n�1. Then, in accordance with (1.2.19), we have

H.�I �/ D ˛.�/ PT.�/:

Therefore, for N D 1, representation (1.2.16) takes the form

G.�I �/ D ˛.�/M .�I �/; (1.2.22)

where ˛.�/ is the coefficient on the right-hand side of equation (1.2.19).

Using (1.2.22) and the relation PPC.�I �/ D � � �.�/, it is easy to see that in-
equalities (1.2.8) and (1.2.9) turn into (1.2.20) and (1.2.21), respectively. �
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1.2.5 The case of a polynomial P.�I �/ with roots in the half-plane

Im � 6 0

If all the � -roots of the polynomial P.�I �/ lie in the half-plane Im � > 0 (� D
� C i� ) for almost all � 2 R

n�1, then P�.�I �/ D 1 and T�.�I �/ D 0 a.e. in R
n�1.

Therefore, Theorem 1.2.5 admits the following

Corollary 1.2.12. Suppose all the � -roots of the polynomial P.�I �/ lie in the half-

plane Im � > 0 for almost all � 2 Rn�1. The estimate (1.2.13) holds for all u 2
C1
0 .R

n
C/ if and only if conditions 1–4 of Theorem 1.2.2 are fulfilled.

We do not dwell on the obvious simplification of Theorem 1.2.2 that is achieved
on this class of polynomials. Of course, all the above remarks on the special cases,
where condition 4 can be omitted from Theorems 1.2.2 and 1.2.5, remain valid.

1.2.6 Estimates of the types (1.2.1), (1.2.12), (1.2.13) in the norms k�k�

and
˝̋

�
˛̨

�

In this subsection, we establish several necessary and sufficient conditions for the
validity of the estimates (1.2.27), (1.2.31) and (1.2.33) in some more general norms,
in comparison with k � k and

˝̋ � ˛̨ (Corollaries 1.2.13 and 1.2.14). Different versions of
these results will be used in Subsection 1.2.7 (Remark 1.2.16) and in Section 1.4, in
the analysis of estimates for quasielliptic generalized-homogeneous matrix operators.

First, we define the norms k � k2� and
˝̋ � ˛̨

�
.

Let � D .�1; : : : ; �m/ be a vector with nonnegative integer coordinates, and let
u.xI t/ D .u1.xI t/; : : : ; um.xI t// 2 C1

0 .R
n
C/. We set

kuk2� D
mX

jD1

kuj k2�j
;

where k � k�j
is the norm in H�j

.RnC/. Further, let � D .�1; : : : ; �N /, and let

'.x/ D .'1.x/; : : : ; 'N .x// 2 C1
0 .R

n�1/. We set

˝̋
'
˛̨2
�

D
NX

ˇD1

˝̋
'ˇ
˛̨2
�ˇ
;

where
˝̋ � ˛̨

�ˇ
is the norm in H�ˇ

.@Rn�1
C /.

Similarly to the beginning of Section 1.2, we consider the 1�m,m�m andN �m
matrices R.�I �/, P.�I �/ andQ.�I �/. The entries of these matrices are polynomials
of the variable � 2 R1 with measurable locally bounded in Rn�1 coefficients that
grow no faster than some power of j�j as j�j ! C1.

The assumptions about the matrix P are the same as those at the beginning of this
section. Namely, P.�I �/ D det P.�I �/ 6� 0, J D ord P.�I �/ > 1, mesn�1Z D
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0, where Z D f� W � 2 Rn�1; p0.�/ D 0g and p0.�/ is the leading coefficient of the
polynomial P.�I �/.

Let the matrices S.�I �/ and T .�I �/ be defined by (1.2.2). We assume that on
some full-measure set X � Rn�1 n Z the following conditions hold:

ord Sk.�I �/ 6 J C �k;

ord T˛k.�I �/ 6 J C �k � 1 .k D 1; : : : ; mI ˛ D 1; : : : ; N /;

ord PPC.�I �/ D N:

On the set X � R
1 we define the 1 � m matrices S˙.�I �/ D fSk˙.�I �/g and the

N �m matrices T˙.�I �/ D fT˛k˙.�I �/g by means of the following partial fraction
decompositions:

Sk.�I �/
P.�I �/.� C ij�j C i/�k

D ck.�/C SkC.�I �/
PC.�I �/

C Sk�.�I �/
P�.�I �/.� C ij�j C i/�k

(1.2.23)

and

T˛k.�I �/
P.�I �/.� C ij�j C i/�k

D T˛kC.�I �/
PC.�I �/ C T˛k�.�I �/

P�.�I �/.� C ij�j C i/�k

.k D 1; : : : ; mI ˛ D 1; : : : ; N /

9
=
; ; (1.2.24)

where

ord SkC.�I �/; ord T˛kC.�I �/ < ord PC.�I �/;
ord Sk�.�I �/; ord T˛k�.�I �/ < ord P�.�I �/C �k:

Also, we denote by R.�I �/ the diagonalm �m matrix

R.�I �/ D fıjk.� C ij�j C i/�k g; (1.2.25)

and by M.�/ the N �N matrix

M.�/ D fı˛ˇ .1C j�j2/�ˇ=2g: (1.2.26)

(Here ıjk stands for the Kronecker symbol).
As a generalization of necessary and sufficient conditions for the validity of the

estimates (1.2.1) and (1.2.3) we have the following assertion.

Corollary 1.2.13. Let N > 1. The inequality

kR.D/uk2
B1=2 6 C

�
kP.D/uk2� C ˝̋

Q.D/u
˛̨2
�

�
(1.2.27)

holds for all u 2 C1
0 .R

n
C/ if and only if the following conditions are fulfilled:
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1. For almost all � 2 Rn�1 and all � 2 R the matrix S.�I �/, defined by (1.2.2),
satisfies the inequality

B1=2.�/jS.�I �/R�1.�I �/j 6 const jP.�I �/j; (1.2.28)

where R.�I �/ is the matrix (1.2.25).

2. The matrix T .�I �/, defined by (1.2.2), satisfies conditions 2 and 3 of Theo-

rem 1.2.2.

3. The matrices SC.�I �/ and TC.�I �/, defined by decompositions (1.2.23) and

(1.2.24), respectively, satisfy condition 4 of Theorem 1.2.2.

4. For the 1 �N matrix G.�I �/, satisfying identity (1.2.7), the inequalities

B.�/

1Z

�1

1Z

�1

ˇ̌
ˇ̌G.�I �/T�.�I �/R�1.�I �/

PC.�I �/P�.�I �/

ˇ̌
ˇ̌
2

d�d� 6 const (1.2.29)

and

B.�/

1Z

�1

ˇ̌
ˇ̌G.�I �/M�1.�/

PC.�I �/

ˇ̌
ˇ̌
2

d� 6 const (1.2.30)

hold for almost all � 2 Rn�1. Here T�.�I �/, R and M are the matrices

defined by (1.2.24), (1.2.25) and (1.2.26), respectively.

Moreover, assumptions 1–3 and inequality (1.2.29) are necessary and sufficient

for the validity of the estimate

kR.D/uk2
B1=2 6 C0kP.D/uk2� (1.2.31)

for all u 2 C1
0 .R

n
C/ satisfying the equationQ.D/u.xI 0/ D 0.

Proof. We introduce the matrices P�.�I �/ D R.�I �/P.�I �/ and Q�.�I �/ D
M.�I �/Q.�I �/ and show that, in accordance with Theorem 1.2.2, conditions 1-4
are necessary and sufficient for the validity of the estimate

kR.D/uk2
B1=2 6 C

�
kP�.D/uk2 C ˝̋

Q�.D/u
˛̨2�

(1.2.32)

for all u 2 C1
0 .R

n
C/.

Indeed, if we replace P by P� and Q by Q�, then the matrix S is transformed
into the matrix SRc, the matrix T into the matrix MTRc, and the polynomial P into
the polynomial P det R. Therefore, (1.2.3) is replaced by (1.2.23), while (1.2.4) is
replaced by the decomposition

.1C j�j2/�˛=2T˛k.�I �/
P.�I �/.� C ij�j C i/�k

D .1C j�j2/�˛=2T˛kC.�I �/
PC.�I �/

C .1C j�j2/�˛=2T˛k�.�I �/
P�.�I �/.� C ij�j C i/�k

;
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which is clearly equivalent to (1.2.24). Inequality (1.2.5) is transferred into (1.2.28),
whereas the matrix G.�I �/, appearing in (1.2.7), must be replaced by the matrix
G.�I �/M�1.�/. Therefore, conditions 5–6 of Theorem 1.2.2 take the form of the
inequalities (1.2.29) and (1.2.30), respectively. Finally, the matrix MTRc satisfies
conditions 2 and 3 of Theorem 1.2.2 if and only if the matrix T satisfies these condi-
tions. (The latter follows directly from the definition of the matrices M and R).

Now we show that the estimates (1.2.32) and (1.2.27) are equivalent. Indeed, on
the one hand, the norms of kP�.D/uk and kP.D/uk� are equivalent, since � is an
integer vector. On the other hand, from the definition of the norm in H�ˇ

.@RnC/ it

follows that
˝̋
Q�.D/u

˛̨ D ˝̋
Q.D/u

˛̨
�

for all u 2 C1
0 .R

n
C/.

Thus, the first part of Corollary 1.2.13 follows from Theorem 1.2.2, and the sec-
ond part from Theorem 1.2.5, respectively. �

We provide also a generalization of necessary and sufficient conditions for the
validity of the estimate (1.2.12).

Corollary 1.2.14. The condition 1 ofTheorem 1.2.3 andcondition 1ofCorollary 1.2.13
are necessary and sufficient for the validity of the estimate

kR.D/uk2
B1=2 6 CkP.D/uk2� (1.2.33)

for all u 2 C1
0 . If, for almost all � 2 Rn�1, the � -roots of the polynomial P lie

in the half-plane Im � < 0 (� D � C i� ), then condition 1 of Corollary 1.2.13 is a

criterion for the validity of the estimate (1.2.33) for all u 2 C1
0 .R

n
C/.

This corollary follows from Theorem 1.2.3 and Remark 1.2.4.

1.2.7 The case, where the lower-order terms have no influence

In Section 1.0 it has already been noted that the lower order terms of the operators
R, P , Q may exert a decisive influence on the validity of the estimate (1.2.1) and
similar inequalities. In this subsection we consider a class of estimates that remain
true after replacement the operators R, P , and Q by their homogeneous principal
parts. We show (Proposition 1.2.15) that under certain natural assumptions on the
matrices R, P , and Q, the estimate (1.2.38) is equivalent to the estimate (1.2.39) for
all u 2 C1

0 .R
n
C/.

Suppose the entries of the matricesR, P , andQ, figuring in the estimate (1.2.38),
are polynomials of the variable .�; �/ 2 Rn. We assume that the m � m matrix
P D fPkj .�I �/g satisfies the condition

deg P.�I �/ D max deg .P1i1P2i2 : : : Pmim/; (1.2.34)

where P D det P and the maximum is taken over all permutations
�
1 : : : m
i1 : : : im

�

of m natural numbers 1; : : : ; m. A matrix P with this property is called regular.
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Further, we rely on the following fact stated by L. R. Volevich [Vol60], [Vol63].

For every regular matrix P the Leray–Douglis–Nirenberg condition is fulfilled:
there exist nonnegative integers s1; : : : ; sm (min sk D 0) and t1; : : : ; tm such that

deg Pkj 6 tj � sk and

mX

jD1

.tj � sj / D deg P: (1.2.35)

For regular polynomial m � m matrices, one can give the following natural defi-
nition of the principal part (see [Vol63]).

Let P 0
kj
.�I �/ be the principal part (the homogeneous part of the maximal degree)

of the polynomial Pkj .�I �/. We set

P 0 D f�kjP 0
kj g; �kj D

�
0; if deg Pkj < tj � sk;
1; if deg Pkj D tj � sk:

(1.2.36)

The matrix P 0 is called the principal part of the matrix P . Obviously, det P 0 coin-
cides with the principal part P 0 of the polynomial P.�I �/ D det P.�; �/.

The norms figuring the right-hand side of the estimate (1.2.38) were defined at
the beginning of Subsection 1.2.6. Now we define the seminorms that appear on the
right-hand side of (1.2.39).

Let � D .�1; : : : ; �m/ be a vector with nonnegative integer coordinates, and let
u D .u1; : : : ; um/ 2 C1

0 .R
n
C/. We set

jjjujjj2� D
mX

jD1

X

j˛jD�j

kD˛uj k2:

Further, assuming that�D .�1; : : : ; �N / 2 RN and' D .'1; : : : ; 'N / 2 C1
0 .R

n�1/,
we set

˝˝˝
'
˛˛˛2

�
D

NX

ˇD1

Z

Rn�1

j�j2�ˇ j O'ˇ .�/j2d�:

Proposition 1.2.15. Let P D fPkj .�I �/g be a regular in the sense of definition

(1.2.34) m � m matrix, let the entries of P be polynomials in .�I �/ 2 Rn, and let

s1; : : : ; sm, T1; : : : ; tm be the nonnegative integers figuring in (1.2.35).

Let R.�I �/ D fRj .�I �/g and Q.�I �/ D fQ j̨ .�I �/g be 1 � m and N � m
matrices with entries polynomial in .�I �/ 2 R

n such that degRj D tj C l and

degQ j̨ D tj � ~˛, respectively. Here j D 1; : : : ; m; ˛ D 1; : : : ; N , while

l; ~1; : : : ; ~N is another tuple of integers.
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In addition, let P 0 be the principal part of the matrix P in the sense of the defini-

tion (1.2.36), let R0
j and Q0

j̨ be the principal parts of the polynomials Rj and Q j̨ ,

respectively; and let R0 D fR0
j g and Q0 D fQ0

j̨ g. We set

s C l D .s1 C l; : : : ; sm C l/;

t C l � 1 D .t1 C l � 1; : : : ; tm C l � 1/;

~ C l � .1=2/ D .~1 C l � 1=2; : : : ; ~N C l � 1=2/

and assume that

l > max .0; 1� tj ; 1 � ~˛/: (1.2.37)

The estimate

kR.D/uk2 6 C
�
kP.D/uk2sCl C kuk2tCl�1 C ˝̋

Q.D/u
˛̨2
~Cl�.1=2/

�
(1.2.38)

holds for all u 2 C1
0 if and only if the inequality

kR0.D/uk2 6 C 0
�
jjjP 0.D/ujjj2sCl C ˝˝˝

Q0.D/u
˛˛˛2

~Cl�.1=2/

�
(1.2.39)

is satisfied for all u 2 C1
0 .

Proof. Since the right-hand side of (1.2.38) contains the term kuk2tCl�1, the suffi-

ciency is obvious.

It remains to show the necessity. Assume that inequality (1.2.38) holds for all
u 2 C1

0 .R
n
C/. Estimating the norms k.R � R0/.D/uk2, k.P � P 0/.D/uk2sCl and˝̋

.Q�Q0/.D/u
˛̨2
~Cl�.1=2/

by kuk2
tCl�.1=2/

, we see that all operators in (1.2.38) can be

replaced by their principal parts.

We substitute in resulting inequality the vector function

u D .u1; : : : ; um/;

uj .xI t/ D h.1�n/=2'
�x
h

�
eix�� j�j�l�tj vj .t/ .j D 1; : : : ; m/;

where h > 0 is a parameter, ' 2 C1
0 .R

n�1/, 0 ¤ � 2 Rn�1, and v D .v1; : : : ; vm/ 2
C1
0 .R

1
C/. Applying the same arguments as in the proof of the necessity of conditions
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of Theorem 1.2.2, we obtain

1Z

0

ˇ̌
ˇ̌
ˇ̌
mX

jD1

j�j�l�tjR0
j .�I �i d=dt/ vj

ˇ̌
ˇ̌
ˇ̌

2

dt

6 C

2
64

mX

kD1

1Z

0

ˇ̌
ˇ̌
ˇ̌
skClX

�D0

j�jsk�� .�i d=dt/�
mX

jD1

j�j�tj�kjP 0
kj .�I �i d=dt/ vj

ˇ̌
ˇ̌
ˇ̌

2

dt

C
mX

jD1

0
@
tj Cl�1X

�D0

j�j2.�1��/

1Z

0

ˇ̌
.�i d=dt/� vj

ˇ̌2
dt C j�j�2.lCtj /

1Z

0

jvj j2dt
1
A

C
NX

˛D1

j�j2~˛�1

ˇ̌
ˇ̌
ˇ̌
mX

jD1

Q0
j̨ .�I �i d=dt/ j�j�tj vj

ˇ̌
tD0

ˇ̌
ˇ̌
ˇ̌

2
3
75 :

(1.2.40)
We put � D j�j� and � D j�jt here, use the homogeneity of the polynomialsR0

j , P 0
kj

and Q0
j̨ , multiply both sides of the resulting inequality by j�j, and pass to the limit

j�j ! 1. This yields the inequality

1Z

0

ˇ̌
ˇ̌
ˇ̌
mX

jD1

R0
j .� I �i d=d�/ vj

ˇ̌
ˇ̌
ˇ̌

2

d�

6 C 0

2
64

mX

kD1

1Z

0

ˇ̌
ˇ̌
ˇ̌
skClX

�D0

.�i d=d�/�
mX

jD1

�kjP
0
kj .� I �i d=d�/ vj

ˇ̌
ˇ̌
ˇ̌

2

d�

C
NX

˛D1

ˇ̌
ˇ̌
ˇ̌
mX

jD1

Q0
j̨ .� I �i d=d�/ vj

ˇ̌
�D0

ˇ̌
ˇ̌
ˇ̌

2
3
75 :

(1.2.41)

We return in (1.2.41) to the variables � , t , and set

v D v�.t/ D .v1�.t/; : : : ; vm�.t//

with vj�.t/ D j�jjuj .�I t/, where u D .u1.xI t/; : : : ; um.xI t// is an arbitrary ele-
ment of the space C1

0 .R
n
C/. Finally, integrating with respect to � and applying the

inverse Fourier transform we get (1.2.39). �

Remark 1.2.16. Proposition 1.2.15 remains valid if we require additionally in the
part concerning the necessity of the assertion that suppu � D.0; %/ for some % >
0, where D.0; %/ denotes the n-dimensional ball of radius % centered at the ori-
gin. To show this, it suffices to note that the estimate (1.2.38) is valid for all u 2
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C1
0 .R

n
C/ (possibly with a different constant), if it holds for all u 2 C1

0 .R
n
C/ satisfy-

ing suppu � D.0; %/. The last statement can be easily verified by using a partition of
unity subordinated to a finite-multiplicity cover of RnC by congruent cubes. Since the
commutators of the operatorsRj .D/, Pkj .D/ andQ j̨ .D/with the operator of mul-
tiplication by a smooth function have the orders tj C l�1, tj �sk�1 and tj �~˛�1,
respectively, one can estimate the terms appearing in this case and not figuring on the
right-hand side of (1.2.38) by kuk2tCl�1.

Remark 1.2.17. Let deg P 0.�I �/ D ord P 0.�I �/ D J > 1. We define the polyno-

mials (of � ) P 0
C.�I �/, P 0

�.�I �/, M 0.�I �/ and PP 0
C.�I �/, which correspond to the

polynomial P 0.�I �/ and the matrix R0.�I �/. Suppose that ord PP 0
C.�I �/ D N > 1

for all � 2 Rn�1.
Under these assumptions, necessary and sufficient conditions for the validity of

the estimate (1.2.39) and, consequently, the estimate (1.2.38) are contained in Corol-
lary 1.2.13. It is necessary only to set B.�/ D 1 in the formulation of this corollary,
replace the matrices (1.2.25) and (1.2.26) by

R0.�I �/ D fıjk.� � i j�j/skClg and M0.�/ D fı˛ˇ j�j~ˇCl�.1=2/g;
and replace the numbers �k and �˛ by sk C l and ~˛ C l � 1=2, respectively.

Indeed, setting

P 0
sCl.�I �/ D R0.�I �/P 0.�I �/ and Q0

~Cl�.1=2/.�I �/ D M0.�/Q0.�I �/;
we obviously get the equality

˝˝˝
Q0.D/u

˛˛˛2
~Cl�.1=2/

D ˝̋
Q0

~Cl�.1=2/
.D/u

˛̨2
. In ad-

dition, the norms jjjP 0.D/ujjjsCl and kP 0
sCl.D/uk are equivalent, since s C l is an

integer vector. Hence, inequality (1.2.39) is an estimate of the type (1.2.27). Finally,
we show that in the case under consideration all a priori assumptions necessary for
the validity of Corollary 1.2.13 are fulfilled.

The conditions detP 0.�I �/ ¤ 0 and mesn�1Z D 0 follow from the relations
deg P 0 D ord P 0 D J > 1 and Remark 1.2.1. Consider the matrices S 0 D fS 0

k
g D

R0P 0c and T 0 D fT 0
˛k

g D Q0P 0c, where P 0c is the adjugate of P 0. It can be directly
verified that S 0

k
and T 0

˛k
are homogeneous polynomials in .�I �/ 2 Rn with degS 0

k
D

J C sk C l and degT 0
˛k

D J C sk C ~˛, respectively. Since ord P 0 D J and
l > 1 � ~˛, we have ordS 0

k
6 J C sk C l and ordT 0

˛k
D J C sk C l � 1.

1.3 Estimates in a half-space. Sufficient conditions

Let M.�/ be an arbitrary measurableN�N matrix, which is regular a.e. in Rn�1. We
generalize definition of the norm

˝̋
Q.D/u

˛̨
�

, which figures in the estimate (1.2.27),

by setting for vector functions u 2 C1
0 .R

n
C/

˝̋
Q.D/u

˛̨2
M

D
Z

Rn�1

jM.�/Q .�I �i d=dt/ Ou.�I t/jtD0j2 d�:



58 1 Estimates for matrix operators

In this section, we consider a modified version of the estimate (1.2.27). Replacing
in (1.2.27)

˝̋
Q.D/u

˛̨
�

by
˝̋
Q.D/u

˛̨
M

and restricting ourselves, for the sake of sim-

plicity, to the case � D .�1; : : : ; �m/ D 0, we formulate some sufficient conditions
for the validity of the estimate

kR.D/uk2
B1=2 6 C

�
kP.D/uk2 C ˝̋

Q.D/u
˛̨2
M

�
(1.3.1)

for all u 2 C1
0 .R

n
C/.

1.3.1 Sufficient condition for the validity of the estimate (1.3.1)

The main result of this subsection is Theorem 1.3.1, which states that inequality
(1.3.3) and conditions 1–4 of Theorem 1.2.2 are sufficient for the validity of esti-
mate (1.3.1) with any measurableN �N matrix M, which is regular a.e. in R

n�1. Of
course, conditions 1–4 of Theorem 1.2.2 are also necessary for the validity of (1.3.1).
In addition, all the remarks from Section 1.2, describing the cases where condition 4
of Theorem 1.2.2 can be omitted, remain valid.

We assume that the matrices R, P , andQ satisfy the conditions formulated at the
beginning of Section 1.2; the matrices S.�I �/ and S.�I �/ are defined by equations
(1.2.2), the matrices S˙.�I �/ and T˙.�I �/ are defined by the decompositions (1.2.3)
and (1.2.4), respectively; and the matrix TC.�/ is defined by equation (1.2.17). We
also consider the N �N matrix

T�.�/ D
1Z

�1

T�.�I �/T �
�.�I �/

jP�.�I �/j2
d�; (1.3.2)

where the m �N matrix T �
� is the conjugate transpose to T�.

Theorem 1.3.1. Let N > 1. If conditions 1–4 of Theorem 1.2.2 are fulfilled, and

B.�/ tr
h�
M�MTC

��1i �
1C tr

�
M�MT�

��
sup

ˇ̌
ˇ̌ SC.�I �/
PC.�I �/

ˇ̌
ˇ̌
2

6 const (1.3.3)

for almost all � 2 R
n�1, then the estimate (1.3.1) is valid for all u 2 C1

0 .R
n
C/.

Proof. Let VR.�I �/, VP .�I �/ and VQ.�I �/ be the matrices considered in the proof of
Theorem 1.2.2. It suffices to show that the assumptions of Theorem 1.3.1 imply the
validity of the estimate

1Z

0

ˇ̌
ˇ VR .�I �i d=dt/ v

ˇ̌
ˇ
2

dt

6
C

B.�/

2
4

1Z

0

ˇ̌
ˇ VP .�I �i d=dt/ v

ˇ̌
ˇ
2

dt C
ˇ̌
ˇM.�/ VQ .�I �i d=dt/ vjtD0

ˇ̌
ˇ
2

3
5
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for all v 2 C1
0 .R

1
C/ and almost all � 2 Rn�1. For a fixed � 2 Rn�1 this is an estimate

of the type (1.1.1). Applying Theorem 1.1.19, we see that it suffices to verify that

1Z

�1

ˇ̌
ˇ̌G.�I �/M�1.�/

PC.�I �/

ˇ̌
ˇ̌
2

d� 6 const tr
h�
M�MTC

��1i
sup

ˇ̌
ˇ̌ SC.�I �/
PC.�I �/

ˇ̌
ˇ̌
2

(1.3.4)

and

1Z

�1

1Z

�1

ˇ̌
ˇ̌ G.�I �/T�.�I �/
PC.�I �/P�.�I �/

ˇ̌
ˇ̌
2

d�d�

D
1Z

�1

1Z

�1

ˇ̌
ˇ̌G.�I �/M�1.�/M.�/T�.�I �/

PC.�I �/P�.�I �/

ˇ̌
ˇ̌
2

d�d�

6 const tr
h�
M�MT�

��1i
tr
h�
M�MTC

��1i
sup

ˇ̌
ˇ̌ SC.�I �/
PC.�I �/

ˇ̌
ˇ̌
2

(1.3.5)

for almost all � 2 Rn�1. (Here G is the 1 � N matrix figuring in Condition 4 of
Theorem 1.2.2.)

Denote by .MT�/j the j -th column of the matrix MT�. One can directly verify
that

NX

jD1

1Z

�1

ˇ̌
ˇ̌ .M.�/T�.�I �//j

P�.�I �/

ˇ̌
ˇ̌
2

d� D tr
�
M�MT�

�
;

where T� is the matrix (1.3.2). It means that (1.3.5) follows from (1.3.4).

Now we prove the estimate (1.3.4). Using representation (1.2.18) for the matrix
G.�I �/ and the boundedness of the singular integral in L2.R1/, we obtain

1Z

�1

ˇ̌
ˇ̌G.�I �/M�1.�/

PC.�I �/

ˇ̌
ˇ̌
2

d�

6 const sup

ˇ̌
ˇ̌ SC.�I �/
PC.�I �/

ˇ̌
ˇ̌
2 NX

jD1

1Z

�1

ˇ̌
ˇ̌
ˇ̌

 
T �

C.�I �/
PC.�I �/

.MTC/
�1 .�/

!

j

ˇ̌
ˇ̌
ˇ̌

2

d�:

Here
�
T �

C .MTC/
�1
�
j

denotes the j -th column of the matrix T �
C .MTC/

�1. On the

other hand, a direct calculation shows that

tr
h�
M�MTC

��1i D
NX

jD1

1Z

�1

ˇ̌
ˇ̌
ˇ̌

 
T �

C.�I �/
PC.�I �/

.MTC/
�1

!

j

ˇ̌
ˇ̌
ˇ̌

2

d�: �
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Remark 1.3.2. If conditions 1–4 of Theorem 1.2.2 are fulfilled and

B.�/ tr
h�
M�MTC

��1i �
1C tr

�
M�MT�

��
sup

ˇ̌
ˇ̌ S.�I �/
P.�I �/

ˇ̌
ˇ̌
2

6 const (1.3.6)

for almost all � 2 Rn�1, then the estimate (1.3.1) remains valid for all u 2 C1
0 .R

n
C/.

Indeed, it is well known that there exists a constant C > 0, depending only on
ord P.�I �/ D J and on the order m of the matrix P.�I �/, such that for almost all
� 2 R

n�1 the inequality

sup

ˇ̌
ˇ̌ SC.�I �/
PC.�I �/

ˇ̌
ˇ̌ 6 C sup

ˇ̌
ˇ̌ S.�I �/
P.�I �/

ˇ̌
ˇ̌ (1.3.7)

holds16. Hence inequality (1.3.6) implies the estimate (1.3.3).

1.3.2 The case M.�/ D T
�1=2

C
.�/

Consider the case M D T
�1=2

C , where TC denotes the matrix (1.2.17). First, we
show (Theorem 1.3.3) that assumption (1.3.3) of Theorem 1.3.1 can be replaced by
simpler to formulate condition (1.3.8) or by condition (1.3.10).

The sufficient condition of Theorem 1.3.6, related to the estimates with a “large
number” of boundary operators, can be formulated in an even more simple way. (In
this case, conditions 2 and 4 of Theorem 1.2.2 will be omitted.) This condition,
proved by a direct method by M. Schechter [Sch64a], is a simple consequence of
some results of Section 1.2 and the arguments used in the proofs of Theorems 1.3.1
and 1.3.3.

Theorem 1.3.3. Let N > 1, and let the matrices TC.�/ and T�.�/ be defined by

(1.2.17) and (1.3.2), respectively. If conditions 1–4 of Theorem 1.2.2 are fulfilled and

B.�/ tr
�
T

�1
C T�

�
sup

ˇ̌
ˇ̌ SC.�I �/
PC.�I �/

ˇ̌
ˇ̌
2

6 const (1.3.8)

for almost all � 2 Rn�1, then the estimate

kR.D/uk2
B1=2 6 C

�
kP.D/uk2 C ˝̋

Q.D/u
˛̨2
T

�1=2
C

�
(1.3.9)

holds for all u 2 C1
0 .R

n
C/.

Proof. Suppose that M.�/ D T
�1=2

C .�/. Then

tr
h�
M�MTC

��1i D N and tr
�
M�MT�

� D tr
�
T

�1
C T�

�
:

Taking into account inequality (1.3.7) and condition 1 of Theorem 1.2.2, we conclude
that the estimate (1.3.3) follows from (1.3.8). �

16This result was proved by V. È. Katsnelson ([Kats67], pp. 58–61).
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Remark 1.3.4. The estimate (1.3.9) holds for all u 2 C1
0 .R

n
C/ also in the case when

conditions 1-4 of Theorem 1.2.2 are fulfilled and the matrices TC and T� satisfy for
almost all � 2 R

n�1 the relation

T�T
�1

C T� 6 const T�: (1.3.10)

Indeed, condition 1 of Theorem 1.2.2 and the estimate (1.3.7) imply the inequality

B.�/ sup

ˇ̌
ˇ̌ SC.�I �/
PC.�I �/

ˇ̌
ˇ̌ 6 const:

On the other hand, (1.3.10) is clearly equivalent to the estimate

tr
�
T

�1
C T�

�
6 const:

Remark 1.3.5. Obviously, condition (1.3.10) is equivalent to the following statement:
For almost all � 2 Rn�1 we have

1Z

�1

ˇ̌
ˇ̌LT�

.�I �/
P�.�I �/

ˇ̌
ˇ̌
2

d� 6 const

1Z

�1

ˇ̌
ˇ̌LTC

.�I �/
PC.�I �/

ˇ̌
ˇ̌
2

d�; (1.3.11)

where the 1 �m matrices LT�
and LTC

are determined by the decomposition

LT .�I �/
P.�I �/ D LTC

.�I �/
PC.�I �/

C LT�
.�I �/

P�.�I �/
:

Here the 1 �m matrix LT .�I �/ is an arbitrary linear combination of the rows of the
matrix T .�I �/.

The following result is an example of an assertion that is not related (as the case
was up to now) to an individual matrix R, but to the whole class of the matrices R
such that the corresponding matrices S satisfy condition 1 of Theorem 1.2.2.

Theorem 1.3.6. Let PC.�I �/ have no real � -roots, let ord PC.�I �/ D N > 1 for

all � 2 Rn�1, and let theN�N matrices TC and T� be defined by (1.2.17) and (3.2),
respectively. If for almost all � 2 R

n�1 the rows of the matrix T .�I �/ are linearly

independent modulo PC.�I �/ and the matrices T˙ satisfy condition (1.3.10), then

the estimate (1.3.9) holds for all u 2 C1
0 .R

n
C/ and for any 1 �m matrix R.�I �/ for

which the corresponding matrix S.�I �/ satisfies condition 1 of Theorem 1.2.2.

Proof. According to Proposition 1.2.8, we can construct the 1 � N matrix G.�I �/
that figures in representation (1.2.14) and satisfies identity (1.2.7). By the second part
of Proposition 1.2.10, the matrix G admits representation (1.2.18). As noted in the
proof of Theorem 1.3.1, inequalities (1.3.4) and (1.3.5) follows from (1.2.18).

Suppose that M.�/ D T
�1=2

C .�/. We use condition 1 of Theorem 1.2.2, in-
equality (1.3.7) and condition (1.3.10) which, as we have already mentioned above,
is equivalent to the inequality

tr
�
T

�1
C T�

�
6 const:
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Then (1.3.4) and (1.3.5) imply the inequalities

B.�/

1Z

�1

ˇ̌
ˇ̌
ˇ
G.�I �/T �1=2

C .�/

PC.�I �/

ˇ̌
ˇ̌
ˇ

2

d� 6 const;

B.�/

1Z

�1

1Z

�1

ˇ̌
ˇ̌
ˇ
G.�I �/T 1=2

C .�/T
�1=2

C .�/T�.�I �/
PC.�I �/P�.�I �/

ˇ̌
ˇ̌
ˇ

2

d�d� 6 const:

(1.3.12)

In representation (1.2.14) we replace VT .�I �/ by T
�1=2

C .�/ VT .�I �/ and G.�I �/
by G.�I �/T 1=2

C .�/. Using (1.2.5), (1.3.12) and the result of the substitution, we
conclude that the inequality

B.�/

1Z

0

ˇ̌
ˇ VS .�I �i d=dt/ '

ˇ̌
ˇ
2

dt

6 const

2
4

1Z

0

ˇ̌
ˇ VP .�I �i d=dt/ I'

ˇ̌
ˇ
2

dt C
ˇ̌
ˇT �1=2

C .�/ VT .�I �i d=dt/ 'jtD0
ˇ̌
ˇ
2

3
5

holds for all � 2 R
n�1 and all ' 2 C1

0 .R
n
C/. Then, in view of Lemma 1.1.3, the

inequality

B.�/

1Z

0

ˇ̌
ˇ VR .�I �i d=dt/ v

ˇ̌
ˇ
2

dt

6 const

2
4

1Z

0

ˇ̌
ˇ VP .�I �i d=dt/ v

ˇ̌
ˇ
2

dt C
ˇ̌
ˇT �1=2

C .�/ VQ .�I �i d=dt/ vjtD0
ˇ̌
ˇ
2

3
5

(1.3.13)
is valid for all v 2 C1

0 .R
1
C/.

We consider any u.xI t/ 2 C1
0 .R

n
C/ and set in (1.3.13) v D v�.t/ D Ou.�I t/.

Multiplying both parts of the resulting inequality by jp.�/j2 D jp0.�/j2=m, where
p0.�/ is the leading coefficient of the polynomial P.�I �/ D detP.�I �/, and inte-
grating over � , we conclude that u.xI t/ satisfies (1.3.9). �

The scalar version of Theorem 1.3.6 (see Corolary 1.3.7) was proved by a direct
method in the work of M. Schechter [Sch64]. Now we show that this result (contrary
to Theorem 1.3.6 itself) follows directly from Theorem 1.3.3.

Corollary 1.3.7. Let m D 1, let the polynomial PC.�I �/ has no real � -roots, and

let ord PC.�I �/ D N > 1 for almost all � 2 R
n�1. Define the N �N matrices D˙



1.3 Estimates in a half-space. Sufficient conditions 63

by the equalities

D˙.�/ D
1Z

�1

Q˙.�I �/Q�
˙.�I �/

jP˙.�I �/j2 d�;

where
Q.�I �/
P.�I �/ D QC.�I �/

PC.�I �/
C Q�.�I �/

P�.�I �/
;

and Q.�I �/ D fQj .�I �/g denotes a given N � 1 matrix satisfying

ordQj .�I �/ < ord P.�I �/ D J:

If for almost all � 2 R
n�1 the polynomials Qj .�I �/ are linearly independent modulo

PC.�I �/ and the matrices D˙ satisfy the relation

D�D
�1
C D� 6 constD�;

then the estimate

kR.D/uk2
B1=2 6 C

�
kP.D/uk2 C ˝̋

Q.D/u
˛̨2
D�1=2

�

holds true for all functions u 2 C1
0 .R

n
C/ and for any polynomial R.�I �/ satisfying

the inequality

B1=2.�/ sup

ˇ̌
ˇ̌R.�I �/
P.�I �/

ˇ̌
ˇ̌ 6 const

a.e. in R
n�1.

Proof. We set R1.�I �/ D p0.�/PC.�I �/P�.�I �/, where p0.�/ is the leading
coefficient of the polynomial P.�I �/. Since all the � -roots of the polynomial R1 lie
in the half-plane Im � < 0 (� D � C i� ) and

B1=2.�/ sup

ˇ̌
ˇ̌ R.�I �/
R1.�I �/

ˇ̌
ˇ̌ D B1=2.�/ sup

ˇ̌
ˇ̌R.�I �/
P.�I �/

ˇ̌
ˇ̌ 6 const;

then, in accordance with Remark 1.2.4 (m D 1), the estimate

kR.D/uk2
B1=2 6 CkR1.D/uk2

is valid for all u 2 C1
0 .R

n
C/.

On the other hand, R1=P D PC=PC, i.e., we have

R1.�I �/
P.�I �/ D c1.�/C R1C.�I �/

PC.�I �/
with ord R1C < ord PC. It follows directly from this decomposition that

sup

ˇ̌
ˇ̌R1C.�I �/
PC.�I �/

ˇ̌
ˇ̌ 6 const sup

ˇ̌
ˇ̌R1.�I �/
P.�I �/

ˇ̌
ˇ̌ :
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We note that the polynomials R1.�I �/ and PC.�I �/ are relatively prime. Moreover,
in the case m D 1, condition 4 of Theorem 1.2.2 follows from conditions 1-3 of the
same theorem. Therefore, in view of Theorem 1.3.3 (m D 1, B.�/ D 1), the estimate

kR1.D/uk2 6 C
�
kP.D/uk2 C ˝̋

Q.D/u
˛̨2
D�1=2

�

holds for all u 2 C1
0 .R

n
C/. Thus, the statement of Corollary 1.3.7 follows from this

theorem. �

We return to the general case of arbitrary m and consider a direct corollary of
Theorem 1.3.3 concerning the matrices P.�I �/ with determinants having a unique
� -root with negative imaginary part.

Corollary 1.3.8. Let P�.�I �/ D � � z.�/, and let theN �N matrix TC.�/ and the

N �m matrix T�.�/ D fT�k�.�/g be defined by (1.2.17) and (1.2.4), respectively. If

conditions 1–4 of Theorem 1.2.2 are fulfilled and

NX

�D1

mX

kD1

jT�k�.�/j2 tr
�
T

�1
C .�/

�
6 const jIm z.�/j (1.3.14)

for almost all � 2 Rn�1, then the estimate (1.3.9) holds true for all u 2 C1
0 .R

n
C/.

Proof. By hypothesis, the polynomial P.�I �/ has only one root � D z.�/ in the
half-plane Im � < 0 (� D � C i� ). Hence the matrix T�.�I �/ D fT j̨�.�I �/g does
not depend on � , and then it follows from (1.3.2) that the entries of the matrix T�

have the form

T˛ˇ�.�/ D �

mX

kD1

T˛k�.�/T ˇk�.�/=jIm z.�/j:

Therefore,

tr .T�.�// D �

NX

˛D1

mX

kD1

jT˛k.�/j2=jIm z.�/j:

Since the inequality

tr
�
T

�1
C T�

�
6 N tr

�
T

�1
C

�
tr .T�/

is obviously valid, assumption (1.3.14) yields

tr
�
T

�1
C T�

�
6 const:

Finally, estimating sup jSC=PCj2 in accordance with inequality (1.3.7) and using
condition 1 of Theorem 1.2.2, we conclude that (1.3.14) implies (1.3.8). �
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1.3.3 The case of the diagonal matrix M.�/

In this subsection we formulate sufficient condition for the validity of the estimate
(1.3.16) (Theorem 1.3.9). This estimate is a special case of the estimate (1.3.1), which
corresponds to the case of the diagonal matrix M.�/ with eigenvalues .1C j�j2/�ˇ=2 .
This situation arises often in applications. We will show that the sufficient condition
of Theorem 1.3.9 is also necessary in the case N D 1. In general, this condition is
not necessary for N > 1.

Theorem 1.3.9. Let the matrices SC and T˙ D fT˛ˇ˙g be defined by decomposition

(1.2.3) and equalities (1.2.17) and (1.3.2), respectively, and let � D .�1; : : : ; �N / 2
R
N . We also consider the N � N matrices T�.�/ D f.1 C j�j2/�˛T˛ˇ�.�/g and�
T �1

C

�
.��/

D f.1C j�j2/��ˇ t˛ˇ .�/g, where t˛ˇ are the entries of the matrix T �1
C .

If

B.�/ tr
�
T

�1
C

�
.��/

�
1C tr T�.�/

�
sup

ˇ̌
ˇ̌ SC.�I �/
PC.�I �/

ˇ̌
ˇ̌
2

6 const (1.3.15)

for almost all � 2 R
n�1 and conditions 1–4 of Theorem 1.2.2 are satisfied, then the

estimate

kR.D/uk2
B1=2 6 C

�
kP.D/uk2 C ˝̋

Q.D/u
˛̨2
�

�
(1.3.16)

holds for all u 2 C1
0 .R

n
C/.

The proof is based on a direct calculation of the traces tr
h
.M�MTC/

�1
i

and

tr .M�MT�/ figuring in the left-hand side of (1.3.3). Here M.�/ is the matrix
(1.2.26).

Remark 1.3.10. In the case m D 1, B.�/ D 1, condition (1.3.15) is not necessary for
the validity of the estimate (1.3.16) for all u 2 C1

0 .R
n
C/.

Suppose, for example, that N D 2, m D 1, R.�I �/ D 1, P.�I �/ D .� �
i~1.�//.� � i~2.�//, Qj .�I �/ D � � ~j .�/ (j D 1; 2) and � D .�1; �2/ 2 R

2.
In Subsection 1.4.7 we prove that if ~j .�/ > 0 (j D 1; 2) and ~1.�/ ¤ ~2.�/, then
assumption (1.3.15) takes for almost all � 2 Rn�1 the form:

.1C ~2=~1/
2~�1
2 .~1 � ~2/�2.1C j�j2/��1 6 const;

.1C ~1=~2/
2~�1
1 .~1 � ~2/�2.1C j�j2/��2 6 const

)
: (1.3.17)

It will be also shown that, under the assumptions introduced above, one of neces-
sary conditions for the validity of the estimate (1.3.16) (similarly to condition 6 of
Theorem 1.2.2) can be represented a.e. in R

n�1 in the form

~�1
2 .~1 � ~2/�2.1C j�j2/��1 6 const;

~�1
1 .~1 � ~2/�2.1C j�j2/��2 6 const

)
: (1.3.18)

It is obvious that (1.3.18) follows from (1.3.17), while the converse is, in general,
incorrect.
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Remark 1.3.11. If N D 1, then (1.3.15) is also necessary for the validity of the
estimate (1.3.16) for all u 2 C1

0 .R
n
C/.

This claim follows from Corollary 1.2.11. To see this, replace in the formula-
tion of Corollary 1.2.11 the estimate (1.2.1) by the estimate (1.3.16), and inequality
(1.2.21) by the inequality

B.�/j˛.�/j2 6 const .1C j�j2/�Im �.�/; (1.3.19)

where � 2 R1 denotes the exponent of the norm
˝̋ � ˛̨

�
.

Indeed, let N D 1, PPC.�I �/ D � � �.�/, let Q.�I �/ D fQj .�I �/g be a given
1 � m matrix, let S D fSk.�I �/g and T D fTk.�I �/g be the matrices defined by
equations (1.2.2), and let S˙ D fSk˙.�I �/g and T˙ D fTk˙.�I �/g be the 1�m ma-
trices defined by decompositions (1.2.3) and (1.2.4), respectively. Since N D 1, the
matrices SC.�I �/ D SC.�/ and TC.�I �/ D TC.�/ do not depend on � . Moreover, it
follows from (1.2.19) and the decompositions (1.2.3) and (1.2.4) that

SC.�/ D ˛.�/TC.�/; (1.3.20)

where ˛.�/ is the measurable function figuring in (1.2.19).
One can verify directly that

tr
�
T

�1
C

�
.��/

D ��1jTC.�/j�2Im �.�/.1C j�j2/��;

tr T�.�/ D .1C j�j2/�
1Z

�1

ˇ̌
ˇ̌ T�.�I �/
P�.�I �/

ˇ̌
ˇ̌
2

d�;

sup

ˇ̌
ˇ̌ SC.�I �/
PC.�I �/

ˇ̌
ˇ̌
2

D ŒIm�.�/��2 jSC.�/j2:

Using relation (1.3.20), we find that in the considered case condition (1.3.15) is
equivalent to inequalities (1.3.19) and (1.2.20). It follows from Corollary 1.2.11 that
(1.3.19) and (1.2.20) are necessary conditions for the validity of the estimate (1.3.16).

1.3.4 Sufficient conditions for the validity of the estimate (1.3.21)

In this subsection we consider the estimate

kR.D/uk2
B1=2 6 C

�
kP.D/uk2 C ˝̋

Q.D/u
˛̨2 C kuk2

�
; (1.3.21)

which differs from the estimate (1.2.1) by the additional term kuk2 on the right-hand
side. Of course, the conditions of Theorem 1.2.2 are also sufficient for the validity of
(1.3.21) for all u 2 C1

0 .R
n
C/.

In the case when the leading coefficient p0.�/ of the polynomial P.�I �/ D
detP.�I �/ is uniformly bounded from below in some ball in R

n�1, one can formulate
the following strengthening of the above assertion:
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Proposition 1.3.12. Let A1 > 0, A2 > 0, A3 > 0 be given constants, let jp0.�/j >

A1 andB.�/ 6 A3 for almost all � 2 f� W � 2 R
n�1; j�j 6 A2g, and let the conditions

of Theorem 1.2.2 be satisfied for almost all � 2 f� W � 2 R
n�1; j�j > A2g. Assume

also that maxk ordPkj D Jj and the polynomials Rj .�I �/ satisfy a.e. in the ball

j�j 6 A2 the condition

ordRj .�I �/ 6 Jj : (1.3.22)

Here Jj are constants that do not depend on � . Then the estimate (1.3.21) holds true

for all u 2 C1
0 .R

n
C/.

Proof. It follows from Theorem 1.1.19 that inequality (1.2.11) is valid for almost all
� 2 R

n�1 with j�j > A2 and for all v 2 C1
0 .R

1
C/, in particular, for v�.t/ D Ou.�I t/.

Suppose that j�j 6 A2. We denote by pkj .�/ the leading coefficient of the poly-
nomial Pkj .�I �/. It is obvious that p0.�/ D detfpkj .�/g. Since jp0.�/j > A1 > 0
for almost all � satisfying j�j 6 A2, the inequality

mX

jD1

ˇ̌
ˇ.�i d=dt/Jj Ouj .�I t/

ˇ̌
ˇ 6 const

mX

kD1

ˇ̌
ˇ̌
ˇ̌
mX

jD1

pkj .�/ .�i d=dt/Jj Ou.�I �/
ˇ̌
ˇ̌
ˇ̌ (1.3.23)

holds a.e. in this ball. Since the coefficients of the polynomials Pkj .�I �/ are locally
bounded, it follows from (1.3.23) that for almost all � satisfying j�j 6 A2 we have

mX

jD1

JjX

rD0

ˇ̌
.�i d=dt/r Ouj .�I �/

ˇ̌
6 const

8
<
:

mX

kD1

ˇ̌
ˇ̌
ˇ̌
mX

jD1

Pkj .�I �i d=dt/ Ouj .�I t/
ˇ̌
ˇ̌
ˇ̌

C
mX

jD1

Jj �1X

rD0

ˇ̌
.�i d=dt/r Ouj .�I t/

ˇ̌
9
=
; :

(1.3.24)

Using the well-known inequality

Jj �1X

rD0

1Z

0

ˇ̌
.�i d=dt/r Ouj .�I t/

ˇ̌2
dt 6 "

1Z

0

ˇ̌
ˇ.�i d=dt/Jj Ou."I t/

ˇ̌
ˇ
2

dt

C c.�/

1Z

0

j Ou.�I t/j2dt

and taking into account the local boundedness of the coefficients of polynomials
Rj .�I �/, inequalities (1.3.22) and (1.3.24), as well as the validity of the estimate
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B.�/ 6 A3 a.e. in the ball j�j 6 A2, we conclude that the estimate

B.�/

1Z

0

jR .�I �i d=dt/ Ou.�I t/j2 dt 6 const

2
4

1Z

0

jP .�I �i d=dt/ Ou.�I t/j2 dt

C
1Z

0

j Ou.�I t/j2dt
3
5

holds for almost all � with j�j 6 A2. This means that for almost all � 2 R
n�1

1Z

0

jR .�I �i d=dt/ Ou.�I t/j2 dt 6 const

2
4

1Z

0

jP .�I �i d=dt/ Ou.�I t/j2 dt

C jQ .�I �i d=dt/ Ou.�I t/jtD0j2 C
1Z

0

j Ou.�I t/j2dt
3
5 ;

which yields (1.3.21). �

Similarly, if jp0.�/j > A1, B.�/ 6 A3, assumption (1.3.22) is fulfilled a.e. in
the ball j�j 6 A2, and conditions 1–5 of Theorem 1.2.2 are satisfied for almost all
� 2 f� W � 2 R

n�1; j�j > A2g, then the estimate

kR.D/uk2
B1=2 6 C0

�kP.D/uk2 C kuk2� (1.3.25)

holds for all u 2 C1
0 .R

n
C/ such that Q.D/u.xI 0/ D 0.

Remark 1.3.13. Condition (1.3.22) is satisfied, for example, if the coefficients of
the polynomials Rj .�I �/ and Pkj .�I �/ are themselves polynomials of the variable
� 2 R

n�1 and inequality (1.2.5) holds true for almost all � such that j�j > A2 and for
all � 2 R

1.
Indeed, let � D .�1; : : : ; �m/ 2 Cm and j�j > A2. From the identity

mX

lD1

Rl�l D P
�1

mX

l;k;jD1

RlP
lkPkj �j

(here P lk.�I �/ are the entries of the matrix P c.�I �/) and inequality (1.2.5) it follows
that

B.�/

ˇ̌
ˇ̌
ˇ

mX

lD1

Rl�l

ˇ̌
ˇ̌
ˇ 6 const

mX

kD1

ˇ̌
ˇ̌
ˇ

mX

lD1

Pkl�l

ˇ̌
ˇ̌
ˇ (1.3.26)

for all � 2 R1. We set �j D 1 and �l D 0 for l ¤ j . Then (1.3.26) implies for all
� 2 R

1 and for almost all � with j�j > A2 the inequality

B.�/jRj .�I �/j 6 const

mX

kD1

jPkj .�I �/j: (1.3.27)
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SinceB.�/ > 0 a.e. in Rn�1 andRj , Pkj are, by assumption, polynomials of .�I �/ 2
R
n, relation (1.3.27) yields (1.3.22).

1.4 Examples

In this section, we consider concrete operators and consider some examples of esti-
mates whose validity follows from the general theorems proved above.

1.4.1 Generalized-homogeneous quasielliptic systems

The main result of this subsection is a necessary and sufficient condition for the va-
lidity of the estimate (1.4.4) (and, in particular, of the estimate (1.4.9)), where P is
a generalized-homogeneous quasielliptic matrix. We shall consider only matrices for
which all numbers s1; : : : ; smI t1; : : : ; tm, occuring in conditions 1 and 2 given below,
are integers. However, more general definitions of quasielliptic matrices that allow
non-integer (rational) sj ; tk (see, for example, [Vol60a], [Vol62]) are also possible. It
will be seen from the discussion below that the used estimation method requires at
least integer numbers sj .

First, we define the notion of a generalized-homogeneous quasielliptic matrix.
Let b% > 0 (% D 1; : : : ; n�1) be given real numbers, and let b D .b1; : : : ; bn�1; 1/.

We say that a function f .�I �/ is a generalized-homogeneous function of degree k
with respect to the weight b (degb f D k), if for any � > 0 and all .�I �/ 2 R

n the
relation

f .�b1�1; : : : ; �
bn�1�n�1I��/ D �kf .�I �/

is satisfied.
We call the m �m matrix P.�I �/ D fPkj .�I �/g generalized-homogeneous with

respect to the weight b, if it satisfies the following conditions:

1. There exist nonnegative integers s1; : : : ; sm (min sk D 0) and t1; : : : ; tm such
that Pkj .�I �/ are generalized-homogeneous polynomials in .�I �/ 2 R

n with
respect to the weight b satisfying degPkj D tj � sk , and Pkj .�I �/ � 0 for
tj � sk < 0.

2. Let P.�I �/ D detP.�I �/. Then degb P D J D
mP
kD1

.tj � sj /.

Since the last component of the weight vector b is 1, we have ord P.�I �/ D J
provided that p0.�/ D 1.

A generalized-homogeneous matrix P.�I �/ is called quasielliptic, if P.�I �/ ¤
0 for all real .�I �/ ¤ 0 or, what is the same, if the estimate

jP.�I �/j > C
�j� j C ˝

�
˛�J

(1.4.1)

holds for all .�I �/ 2 R
n. Here

˝
�
˛ D

n�1P
%D1

j�%j1=b% .
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We also say that a generalized-homogeneous quasielliptic matrix P.�I �/ is prop-
erly quasielliptic of type h, if for all � 2 R

n�1 n f0g the polynomial P.�I �/ has the
same number h (counting multiplicities) of � -roots with positive imaginary part.

Finally, we define the seminorms that occur in the estimate (1.4.4). Conditions
for the validity of (1.4.4) for quasielliptic systems are established below.

For vector functions '.x/ D .'1.x/; : : : ; 'N .x// 2 C1
0 .R

n�1/ we set

Œ'�2� D
Z

Rn�1

NX

˛D1

˝
�
˛2�˛ jb'˛.�/j2d�; (1.4.2)

where � D .�1; : : : ; �N / 2 R
N andb'˛.�/ is the Fourier transform of the function

'˛.�/.
Let u D .u1; : : : ; um/ 2 C1

0 .R
n
C/, and let a D .a1; : : : ; am/ be an integer posi-

tive multi-index. We set

kuk2a;b D
mX

jD1

X

.˛;b/Daj

kD˛uj k2; (1.4.3)

where ˛ D .˛1; : : : ; ˛n/ and .˛; b/ D
nP
%D1

˛%b% (bn D 1).

Proposition 1.4.1. Let P.�I �/ D fPkj .�I �/g, R.�I �/ D fRj .�I �/g and Q.�I �/ D
fQ j̨ .�I �/g be generalized-homogeneous with respect to the weight b D .b1; b2; : : : ;
bn�1; 1/ polynomial m � m, 1 � m, and N � m matrices, respectively, and let

P.�I �/ D detP.�I �/ with p0.�/ D 1. Suppose also that degb Pkj D tj � sk ,

degb P D Pm
jD1.tj � sj / D J > 1, degbRj D tj C l and degbQ j̨ D tj � ~˛,

where tj , sk are the integers defined by conditions 1 and 2, ~˛ (˛ D 1; : : : ; N ) is an-

other set of integers, and l is an integer satisfying the condition l > max.0; 1 � ~˛/.
Let the matrix P.�I �/ be quasielliptic, and let for all � 2 R

n�1 n f0g the degrees of

the polynomials (of � ) M .�I �/ and PC.�I �/ be constant, and let ord PPC.�I �/ D
N > 1. Finally, we set s C l D .s1 C l; : : : ; sm C l/ and ~ C l � 1=2 D .~1 C l �
1=2; : : : ; ~N C l � 1=2/.

The estimate

kR.D/uk2 6 C
�
kP.D/uk2sCl;b C ŒQ.D/u�2~Cl�.1=2/

�
(1.4.4)

holds true for all u 2 C1
0 .R

n
C/ if and only if conditions 2–4 of Theorem 1.2.2 are

satisfied for all � 2 R
n�1 n f0g.

Proof. Consider the m �m matrix

R0.�I �/ D fıjk.� C i
˝
�
˛
/skClg (1.4.5)

and the N �N matrix
M0.�/ D fı˛ˇ

˝
�
˛~ˇCl�.1=2/g: (1.4.6)
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We set

PsCl.�I �/ D R0.�I �/P.�I �/; (1.4.7)

Q~Cl�.1=2/.�I �/ D M0.�I �/Q.�I �/: (1.4.8)

It is obvious that
˝̋
Q~Cl�.1=2/.D/u

˛̨2 D ŒQ.D/u�2
~Cl�.1=2/

. In addition, since s C l

is an integer vector, the norms kP.D/uksCl;b and kPsCl.D/uk are equivalent for all
u 2 C1

0 .R
n
C/. Hence, inequality (1.4.4) is an estimate of the type (1.2.27).

We show that the result of Proposition 1.4.1 follows from Corollary 1.2.13. One
only has to put B.�/ D 1 in the formulation of this corollary and replace the matrices
(1.2.25) and (1.2.26) by the matrices R0 and M0, respectively.

Indeed, the conditions detP.�I �/ 6� 0 and mesn�1Z D 0 follow from the
quasiellipticity of the matrix P . Let S D fSkg D RP c and T D fT˛kg D QP c. A
direct verification shows that Sk and T˛k are generalized-homogeneous polynomials
with respect to the weight b satisfying degb Sk D J C sk C l and degb T˛k D
J C sk � ~˛, respectively. Since ord P.�I �/ D J and l > 1 � ~˛, we have
ordSk 6 J C sk C l and ordT˛k 6 J C sk C l � 1.

From the quasiellipticity of the matrix P.�I �/ follows the validity of inequality
(1.2.28) with B.�/ D 1. To complete the proof, it remains to show that inequalities
(1.2.29) and (1.2.30) (with B.�/ D 1 and M0, R0 instead of M and R) are satisfied
for all � 2 Rn�1 n f0g.

By assumption, the matrices R, P , Q are generalized-homogeneous. Hence, the

functions PC, M , PPC, SkC, T˛kC, T˛k� and G˛ also have this property. Suppose
that degb PC D r . A direct calculation shows that degb SkC D r , degb P� D J �r ,
degb T˛kC D rC l�~˛, degb T˛k� D J Csk�~˛�r and degbG˛ D rC lC~˛�1.

Therefore, substituting �% D ˝
�
˛1=b%

� 0
% (% D 1; : : : ; n � 1), � D ˝

�
˛
� 0 and � D ˝

�
˛
�0

in (1.2.29)–(1.2.30), we see that these inequalities hold for all � 2 R
n�1 n f0g if and

only if they hold for all � 0 2 †n�2 D f� W � 0 2 R
n�1;

˝
� 0
˛ D 1g.

Notice that ordG˛.�I �/ < ord PC.�I �/ and ordT˛k�.�I �/ < ord P�.�I �/C
sk C l . To prove the validity of inequalities (1.2.29)–(1.2.30) for all � 0 2 †n�2,
it suffices to show that the coefficients of the polynomial matrices G, T� and the
polynomials P˙.�I �/ are piecewise continuous on †n�2.

As we know (see [Tre59], p. 126), the assumption p0.�/ D 1 implies the piece-
wise continuity of the � -roots of the polynomial P.�I �/ on †n�2. Combining this

fact with inequalities (1.2.3) and (1.2.4) and the constancy of ord M and ord PPC, we
see that the coefficients of the polynomials PC, P�, Sk , T˛k� and T˛kC also have
this property. Finally, by the above arguments, we obtain the piecewise continuity of
the coefficients of the polynomials G˛ on †n�2 from the representation (1.2.18) and
the linear independence of the rows of the matrix T modulo PC. �
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The following assertion is a direct consequence of Proposition 1.4.1.

Corollary 1.4.2. Let P.�I �/ be a generalized-homogeneous properly quasi-elliptic

m � n matrix of the type N > 1, let p0.�/ D 1, and let Q.�I �/ be a generalized-

homogeneousN �m matrix of boundary operators. The estimate

kuk2tCl;b 6 C
�
kP.D/uk2tCl;b C ŒQ.D/u�2~Cl�.1=2/

�
; (1.4.9)

where the weight b and the numbers l , sk , tj , ~˛ are defined in Proposition 1.4.1,

holds for all u 2 C1
0 .R

n
C/ if and only if the rows of the matrix T .�I �/ D

Q.�I �/P c.�I �/ are linearly independent modulo PC.�I �/ for all � 2 R
n�1 n f0g.

(Here t C l D .t1C l; : : : ; tm C l/, while s C l and ~C l � 1=2 are defined in Propo-

sition 1.4.1).

Remark 1.4.3. In the case b D .1; : : : ; 1/, the matrix P.�I �/ is elliptic in the sense
of Douglis and Nirenberg [DN55] and, in particular, P.�I �/ with s1 D � � � D sm D 0
is elliptic in the sense of Petrovsky [Pet39].

If sk D s0
k
=2b and tj D t 0j =2b, where s0

k
, t 0
k

and b are integers, then the weight

b D .1=2b; : : : ; 1=2b; 1/ with integers sk and tj corresponds to parabolic systems
in the sense of Solonnikov [Sol65]17. In particular, if s1 D � � � D sm D 0 and
t 0j D 2b � s0

j , then the matrix P.�I �/ is parabolic in the sense of Petrovsky [Pet38],

and if t 0j D 2b� s0
j then P.�I �/ is called parabolic in the sense of T. Shirota [Shi57].

Note also that the weight of the form .1=2b1; : : : ; 1=2bn�1; 1/with integersb1; : : : ;
bn�1 > 0 corresponds to parabolic systems in the sense of Eidelman [Eid60], pro-
vided s1 D � � � D sm D 0 and tj D 2bjnj (here nj > 0 are integers).

1.4.2 The Lamé system of the static elasticity theory

Using the Lamé operator of the isotropic elasticity theory we want to show that for
elliptic operators one can also have “nonelliptic” estimates, that is, the estimates that
cease to be valid after the operators are replaced by their principal homogeneous
parts. Such an estimate is inequality (4.4.12), where R.�I �/ D f�.� � ij�j/; 0; 0/,
Q.�I �/ is the 1 � 3 matrix f.1C i�1/j�j1=2.� � ij�j/; 0; 0g, and P.�I �/ is the matrix
(1.4.10).

It is known that the operator of the Lamé system of static isotropic elasticity theory
has the symbol

P.�I �/ D
0
@

�.c C 1/�2 � j�j2 �c�1� �c�2�
�c�1� ��2 � j�j2 � c�21 �c�1�2
�c�2� �c�1�2 ��2 � j�j2 � c�22

1
A

(1.4.10)

17In the definition of parabolicity given in [Sol65] it is not required that the numbers t 0
j

and s0
k

be divisible

by 2b. However, this divisibility is presupposed in the derivation of estimates in integral norms (see [Sol65],

Theorems 5.4 and 5.5).
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(here c is a constant and j�j2 D �21 C �22 ). Since detP.�I �/ D P.�I �/ D �.1 C
c/.�2 C j�j2/3, the matrix (1.4.10) is homogeneous and elliptic in the sense of Petro-
vsky provided that c ¤ �1. It is also clear that this matrix is properly elliptic of type
3 with s1 D s2 D s3 D 0 and t1 D t2 D t3 D 2. (We use the notation introduced in
Subsection 1.4.1.)

Suppose that Q.�I �/ D fQ j̨ .�I �/g is a 3 � 3 matrix of boundary operators, the
entries Q j̨ .�I �/ of which are homogeneous polynomials of deg Q j̨ D 2 � ~˛
(˛; j D 1; 2; 3). Assume also that l is an integer satisfying the condition l >
max .0; 1 � ~˛/. It follows from Corollary 1.4.2 that a necessary and sufficient con-
dition for the validity of an “elliptic estimate” of the type (1.4.9)18 is the linear inde-
pendence of the rows of the matrix Q.�I �/P c.�I �/ modulo .� � ij�j/3, where

P c.�I �/ D .�2 C j�j2/

�
0
@
�2 C .c C 1/j�j2 �c�1� �c�2�

�c�1� .c C 1/�2 C j�j2 C c�22 �c�1�2
�c�2� �c�1�2 .c C 1/�2 C j�j2 C c�21

1
A :

(1.4.11)
Now we consider an example of nonelliptic estimate for the Lamé system. Let

P.�I �/ be the matrix (1.4.10), and let the constant c satisfy the conditions c ¤ �1
and c ¤ 0; the first of this conditions ensures the ellipticity of the matrix P and the
second one excludes from our consideration the case P.D/ D �I , where � is the
Laplace operator.

Choose R.�I �/ D f�.� � ij�j/; 0; 0g. Using (1.4.11), we obtain

S.�I �/ D .�2 C j�j2/�.� � ij�j/f�2 C .1C c/j�j2;�c�1�;�c�2�g:
Therefore, M .�I �/ D .��ij�j/2. Since PC.�I �/ D .��ij�j/3, we get PPC.�I �/ D
� � ij�j and N D 1.

We show that for all u 2 C1
0 .R

3
C/,

kR.D/uk2 6 C
�
kP.D/uk2 C ˝̋

Q.D/u
˛̨2�

; (1.4.12)

where the 1 � 3 matrix Q.�I �/ is defined by

Q.�I �/ D f.1C i�1/j�j1=2.� � ij�j/; 0; 0g:
To do this, we verify that conditions 1–6 of Corollary 1.2.11 with B.�/ D 1 are
fulfilled in the considered example.

The validity of condition 1 follows from the ellipticity of the polynomial P.�I �/.
Calculating T .�I �/ D Q.�I �/P c.�I �/, we obtain the equality

T .�I �/ D .1C i�1/j�j1=2.� � ij�j/2f�2 C .1C c/j�j2;�c �1�;�c �2�g;
which establishes condition 2.

18 In the case under consideration, the weight b D .1; 1; 1/, Œ��~Cl�.1=2/ is the norm in L~Cl�.1=2/.R2/,

while k � kl;1 and k � k2Cl;1 are the norms in the spaces Ll
2.R

3
C
/ and L2Cl.R3

C
/, respectively.
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Since in the considered example �.�/ D ij�j, we have

ŒT .�I �/=M .�I �/�
ˇ̌
�D�.�/

D 2i.1C i�1/j�j5=2fcj�j;�c i�1;�c i�2g ¤ 0

for j�j ¤ 0. Hence condition 3 is verified.
Calculating

ŒS.�I �/=M .�I �/�
ˇ̌
�D�.�/

D �2j�j3fcj�j;�ci�1;�ci�2g;
we see that condition 4 holds. Moreover, the coefficient ˛.�/ figuring in (1.2.19) is
determined by the equality

˛.�/ D ij�j1=2.1C i�1/
�1;

which immediately yields condition 6.
Finally, condition 5 follows from the representation

jT .�I �/=P�.�I �/j2 D j�j.1C�21/.�2Cj�j2/�2
���

1C c

4

�2
C c2

16

�
�2 C c2

16
j�j2

�
;

which is established by expanding of T=P into partial fractions (see (1.2.4)).
However, the estimate (1.4.12) ceases to be true for all u 2 C1

0 .R
3
C/ if the matrix

Q is replaced by its principal part Q0.�I �/ D fi�1j�j1=2.� � ij�j/; 0; 0g. Indeed, for
the matrix Q0 we get

ŒT 0.�I �/=M .�I �/�
ˇ̌
�D�.�/

D �2�1j�j5=2fcj�j;�c i�1;�c i�2g:

Therefore, the coefficient ˛.�/ in (1.2.19) will be replaced by ˛0.�/ D ��1
1 j�j1=2.

Thus, condition 6 of Corollary 1.2.11 is violated for B.�/ D 1.

1.4.3 The Cauchy–Riemann system

Consider the matrix

P.�I �/ D
�

i� �i�
i� i�

�
(1.4.13)

corresponding to the Cauchy–Riemann system of equations

@u1=@x � @u2=@t D 0;

@u1=@t � @u2=@x D 0

in the half-spaceR2C. Since detP.�I �/ D P.�I �/ D �.�2C�2/, the matrix P.�I �/
is homogeneous and elliptic in the sense of Petrovsky (s1 D s2 D 0, t1 D t2 D 1). It
is obvious that this matrix is also properly elliptic of type 1. Therefore, considering
the weight b D .1; 1/ and using Corollary 1.4.2, we can formulate necessary and
sufficient condition for the validity of an “elliptic” estimate (an estimate of the type
(1.4.9)) for the Cauchy–Riemann system. We do not go into the details associated
with such “elliptic” estimates. Instead, we consider in more detail some estimates of
the type (1.2.1).
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Proposition 1.4.4. Let P.�I �/ be the matrix (1.4.13), and letQ.�/ D fq1.�/; q2.�/g
be a 1�2matrix whose entries qk.�/ are measurable locally bounded in R

1 functions

that grow no faster than some power of j�j as j�j ! 1. Set D D .DxIDt/ where

Dx D �i@=@x and Dt D �i@=@t .
The estimate

1Z

0

dt

1Z

�1

�jDtu1j2 C jDtu2j2 C jDxu1j2 C jDxu2j2
�
dx

6 C
�
kP.D/uk2 C ˝̋

q1.Dx/u1 C q2.Dx/u2
˛̨2�

(1.4.14)

holds for all u D .u1; u2/ 2 C1
0 .R

2
C/ if and only if the inequality

j�j1=2 C jiq1 � q2 sgn �j 6 const jiq1 C q2 sgn �j (1.4.15)

is satisfied for all � 2 R1.

Proof. We show that Proposition 1.4.4 follows from Corollary 1.2.11 (B.�/ D 1).
From the definition (1.4.13) of the matrix P.�I �/ it follows that

P c.�I �/ D
�

i� i�
�i� i�

�
: (1.4.16)

For example, let R.�I �/ D f�; 0g. Then we have S.�I �/ D fi��; i�2g. On the
other hand, in accordance with definition of the matrix Q.�/ we get

T .�I �/ D fi�q1 � i�q2; i�q1 C i�q2g:
Obviously, the ellipticity of the matrix (1.4.13) implies the validity of condition 1 of
Corollary 1.2.11.

Since PC.�I �/ D � � ij�j, we have �.�/ D ij�j and S.�I �.�// ¤ 0 for � ¤ 0.
This means that M .�I �/ D 1 for all � 2 R

1 and all � ¤ 0. Therefore, conditions
2 and 4 of Corollary 1.2.11 are automatically satisfied (for condition 4 see Proposi-
tion 1.2.7).

A direct calculation shows that

j˛.�/j2 D j�j2jiq1 C q2 sgn �j�2;
where ˛.�/ is the coefficient appearing in (1.2.19). Thus, condition 6 of Corol-
lary 1.2.11 takes the form

j�j1=2 6 constjiq1 C q2 sgn �j: (1.4.17)

Determining the matrix T�.�/ from the decomposition

T .�I �/
�2 C �2

D TC.�/

� � ij�j C T�.�/

� C ij�j ;



76 1 Estimates for matrix operators

we get the relation
1Z

�1

jT�.�/j2
�2 C �2

d� D �

2j�j jiq1 � q2 sgn �j2:

Therefore, condition 5 of Corollary 1.2.11 takes the form

jiq1 � q2 sgn �j 6 const jiq1 C q2 sgn �j: (1.4.18)

But inequality (1.4.15) is equivalent to inequalities (1.4.17) and (1.4.18).
As to condition 3 of Corollary 1.2.11, a direct check shows that in the example

under consideration it takes the form jiq1 C q2 sgn �j ¤ 0 a.e. in R
1, which here

clearly follows from inequality (1.4.15).
The remaining terms on the left-hand side of the estimate (1.4.14) can be treated

in a similar way, by taking as matrixR.�I �/ the matrices f0; �g, f�; 0g and f0; �g. �

Notice also that if we take as R.�I �/ the matrices f1; 0g and f0; 1g, and apply
Corollary 1.2.11, we obtain

Proposition 1.4.5. Let P.�I �/ be the matrix (1.4.13), and letQ.�/ D fq1.�/; q2.�/g
be a 1�2matrix whose entries qk.�/ are measurable locally bounded in R1 functions

that grow no faster than a certain power of j�j as j�j ! 1. Set Dx D �i@=@x,

Dt D �i@=@t , and D D .Dx;Dt /. The estimate

kuk2
B1=2 6 C

�
kP.D/uk2 C ˝̋

q1.Dx/u1 C q2.Dx/u2
˛̨2�

(1.4.19)

holds for all u D .u1; u2/ 2 C1
0

�
R
2
C

�
if and only if the inequality

j�j�2 C j�j�1jiq1 C q2 sgn �j�2 �1C j�j�1jiq1 � q2 sgn �j2�

6 const ŒB.�/��1
(1.4.20)

is satisfied for almost all � 2 R
1.

1.4.4 The stationary linearized Navier–Stokes system

We write the operator of the stationary linearized system of the Navier–Stokes equa-
tions in the half-space R3C in the form

P.D/u D
� ��v C gradp;

div v;

where u D .v; p/ and v D .v1; v2; v3/.
This operator corresponds to the matrix

P.�I �/ D

0
BB@

�2 C j�j2 0 0 i�1
0 �2 C j�j2 0 i�2
0 0 �2 C j�j2 i�

i�1 i�2 i� 0

1
CCA ; (1.4.21)
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with determinant P.�I �/ D .�2 C j�j2/3. The matrix (1.4.21) is elliptic in the sense
of Douglis–Nirenberg. As the numbers sk , tj one can choose s1 D s2 D s3 D 0,
s4 D 1, t1 D t2 D t3 D 2, and t4 D 1. Therefore, the statement of Corollary 1.4.2
with b D .1; 1; 1/ holds true for the operator P.D/. Thus, for example, for all
solutions of the system ��v C grad p D f , div v D 0, where f D .f1; f2; f3/,
one has the estimate

3X

jD1

kvj k22Cl C
2X

kD1






@p

@xk






2

l

C





@p

@t






2

l

6 C

0
@

3X

jD1

kfj k2l C
3X

jD1

˝̋
vj
˛̨2
lC.3=2/

1
A :

(1.4.22)
Here k � kr and

˝̋ � ˛̨
%

are the norms in Lr2.R
3
C/ and L

%
2.@R

3
C/, respectively, and l is an

integer, l > �1.

Indeed, in the case under consideration we have

P c.�I �/ D .�2 C j�j2/

�

0
BB@

�2 C �22 ��1�2 ��1� �i�1.�
2 C j�j2/

��1�2 �21 C �2 ��2� �i�2.�
2 C j�j2/

��1� ��2� �21 C �22 �i�.�2 C j�j2/
�i�1.�

2 C j�j2/ �i�2.�
2 C j�j2/ �i�.�2 C j�j2/ .�2 C j�j2/2

1
CCA :

Therefore, setting

Q.�I �/ D
0
@
1 0 0 0
0 1 0 0
0 0 1 0

1
A ;

we see that the rows of the matrixQP c are linearly independent modulo PC.�I �/ D
.� � ij�j/3.

We note that “nonelliptic” estimates can be also obtained for the Navier–Stokes
system. Examples of such estimates can be constructed as we proceeded for the Lamé
system (see Subsection 1.4.2): choose a matrix Q in such a way that the rows of the
matrix QP c are linearly independent modulo PC.�I �/ for all � 2 R2 n f0g, while
the rows of the matrix Q0P c (here Q0 denotes the principal part of the matrix Q) do
not possess this property.

1.4.5 Hyperbolic systems

Consider the m � m matrix P.�I �/ D fPkj .�I �/g whose entries are homogeneous
polynomials of degree 
 of the variable .�I �/ 2 Rn. Suppose that the hyperplane
t D 0 is not characteristic for the polynomial P.�I �/ D det P.�I �/.

A homogeneous operator P.D/ is called hyperbolic if the equation P.�I �/ D 0
has only real � -roots for all � 2 Rn�1. If these � -roots are, in addition, pairwise
distinct, then the operator P.D/ is hyperbolic in the sense of Petrovsky [Pet37].

Obviously, if all the � -roots of the polynomial P.�I �/ are real and condition 1
of Theorem 1.2.2 (or condition 1 of Corollary 1.2.13) is satisfied, then these roots
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must also be roots of all entries of the matrix S . Therefore, we have M .�I �/ D
PC.�I �/ D P.�I �/=p0.�/, where p0.�/ is the leading coefficient of the polyno-

mial P . Hence, PPC.�I �/ D 1 for all .�I �/ 2 R
n.

Thus, if P.D/ is a homogeneous hyperbolic operator, it is reasonable to consider
only estimates corresponding to the caseN D 0. Below we formulate a result related
to such estimates which follows from Corollary 1.2.14.

Let � D .�1; : : : ; �n/ be a vector with nonnegative integer coordinates and u D
.u1; : : : ; um/ 2 C1

0 .R
n
C/. We set

jjjujjj2� D
mX

jD1

jjjuj jjj2�j
;

where jjj � jjj�j
is the norm in L

�j

2 .R
n
C/.

Proposition 1.4.6. Let the weight B.�/ be a homogeneous function of the variable

� 2 R
n�1, let R.�I �/ D fR1.�I �/; : : : ; Rm.�I �/g be a homogeneous 1 � m matrix

of polynomials of the variables .�I �/ 2 R
n, and let P.�I �/ D fPkj .�I �/g be a

homogeneous hyperbolicm �m matrix. The estimate

kR.D/uk2
B1=2 6 CkP.D/uk2� (1.4.23)

holds for all u 2 C1
0 .R

n
C/ if and only if the following conditions are satisfied:

1. R.�I �/ is a matrix of the form

R.�I �/ D Rk.�I �/ D frk.�/Pk1.�I �/; : : : ; rk.�/Pkm.�I �/g; (1.4.24)

where rk.�/ (k D 1; : : : ; m) are homogeneous polynomials of the variable

� 2 Rn�1.

2. The inequalities

B1=2.�/jrk.�/j 6 const j�j�k .k D 1; : : : ; m/ (1.4.25)

are fulfilled for all � 2 R
n�1.

Proof. Since PC.�I �/ D P.�I �/=p0.�/, condition 1 of Theorem 1.2.2 is equiv-
alent to condition 1 of this proposition. We replace the norm k � k� in the formu-
lation of Corollary 1.2.14 by the norm jjj � jjj�. This is equivalent to replacing the
matrix (1.2.25), which appears in condition 1 of Corollary 1.2.13, by the matrix
R0.�I �/ D fıjk.� C i j�j/�k/g. Using representation (1.4.24), we find that condi-
tion 1 of Corollary 1.2.13 becomes after this replacement condition 2 of Proposi-
tion 1.4.6. �

To conclude this subsection, we note that for nonhomogeneous hyperbolic oper-
ators it is not necessary to restrict to the the trivial case N D 0. Likewise, it is not
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necessary to assume that the matrix R is proportional to some row of the matrix P
(see (1.4.24)).

For example, let .�I �/ 2 R2 and

P.�I �/ D
�

i� i� � 1
i� � 1 i�

�
: (1.4.26)

Then det P.�I �/ D P.�I �/ D ��2C�2C2i��1 is a polynomial whose � -roots are
equal to ˙.�C i/. Hence, the imaginary parts of these roots do not depend on � 2 R

1.
Therefore, the operator P.D/ is hyperbolic (see, for example, [H63], pp. 178–180).

We claim that for all u D .u1; u2/ 2 C1
0 .R

2
C/ the estimates

ku1k2 C ku2k2 6 C
�
kP.D/uk2 C ˝̋

u1
˛̨2�

;

ku1k2 C ku2k2 6 C
�
kP.D/uk2 C ˝̋

u2
˛̨2�

9
=
; (1.4.27)

hold.
Indeed, let, for instace, R.�I �/ D f1; 0g. Since PC.�I �/ D � � .� C i/ and

P c.�I �/ D
�

i� 1 � i�
1 � i� i�

�

we get S.�I �/ D fi�; 1�i�g and M .�I �/ D 1. One can easily verify that jS.�I �/j 6

jP.�I �/j for all .�I �/ 2 R
2. Hence, N D 1 and we can use Corollary 1.2.11 with

B.�/ D 1.
We set Q.�I �/ D f1; 0g. Then T .�I �/ D S.�I �/ and conditions 1–4 of Corol-

lary 1.2.11 are satisfied, and ˛.�/ D 1. Since �.�/ D � C i, condition 6 of Corol-
lary 1.2.11 is also satisfied.

Calculating the 1 � 2 matrix T�.�I �/ and taking into consideration the equality
P�.�I �/ D � C .� C i/, we get

1Z

�1

ˇ̌
ˇ̌ T�.�I �/
P�.�I �/

ˇ̌
ˇ̌
2

d� D �

2
:

Therefore, condition 5 of Corollary 1.2.11 is satisfied.
It is clear that we reach similar conclusions by taking Q.�I �/ D f0; 1g. Hence

the inequalities

ku1k2 6 C
�
kP.D/uk2 C ˝̋

u1
˛̨2�

;

ku1k2 6 C
�
kP.D/uk2 C ˝̋

u2
˛̨2�

9
=
; (1.4.28)

hold for all u D .u1; u2/ 2 C1
0 .R

2
C/.

Applying the same arguments to the matrix R.�I �/ D f0; 1g, we find that the
right-hand sides of inequalities (1.4.28) are also majorants for ku2k2.
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Notice also that forR.�I �/ D f�; 0g we obtain S.�I �/ D �fi�; 1�i�g. Therefore,
jS.�I �/j D O.j�j2/ as j�j ! 1. On the other hand, we have P.�I �/ D O.j�j/.
Hence, if P is the matrix (1.4.26), then for any matrix Q of boundary operators the
estimate

kDtu1k2 6 C
�
kP.D/uk2 C ˝̋

Q.D/u
˛̨2�

(1.4.29)

does not hold for all u D .u1; u2/ 2 C1
0 .R

2
C/. Failure of the estimate (1.4.29)

is, of course, a consequence of the hyperbolicity of the operator P.D/ (cf. Proposi-
tion 1.4.4 on conditions for the validity of the estimate (1.4.14) for the elliptic operator
of the Cauchy–Riemann system).

1.4.6 Operators of first order in the variable t. Scalar case

In this subsection we consider estimates of the types (1.3.16) and (1.2.12) in the case
where m D 1 and P.D/ is a first-order operator with respect to the variable t . It will
be shown that criteria for the validity of such estimates can be formulated explicitly
in terms of the coefficients of polynomials R, P , and Q.

Let r0.�/, r1.�/, p0.�/, p1.�/, and q.�/ be measurable functions that are locally
bounded in R

n�1 and grow no faster than some power of j�j as j�j ! 1. Suppose
that p0.�/ is not equal to zero a.e. in Rn�1. We set D D .DxIDt /, where Dt D
�i@=@t and Dx D .�i@=@x1; : : : ;�i@=@xn�1/.

Proposition 1.4.7. Let � 2 R1, let r0p1 � r1p0 ¤ 0, and let Im . Np0p1/ < 0 a.e. in

R
n�1. The estimate

k .r0.Dx/Dt C r1.Dx// uk2
B1=2 6 C

�
k .p0.Dx/Dt C p1.Dx// uk2 C ˝̋

q.Dx/u
˛̨2
�

�

(1.4.30)
holds for all u 2 C1

0 .R
n
C/ if and only if the inequalities

B1=2.�/jr0p1 � r1p0j
6 const minfjIm. Np0p1/j; .1C j�j2/�=2jqj Im. Np0p1/1=2g;
B1=2.�/jr0 Np1 � r1 Np0j 6 const jIm. Np0p1/j

(1.4.31)

are satisfied for almost all � 2 R
n�1.

Proof. We show that Proposition 1.4.7 follows from Corollary 1.2.11 if in the for-
mulation of the latter we replace the estimate (1.2.1) by the estimate (1.3.16), in-
equality (1.2.21) by inequality (1.3.19), and the matrices S and T by the polynomials
R.�I �/ D r0.�/� C r1.�/ and Q.�I �/ D q.�/, respectively.

Indeed, a direct calculation shows that

sup

ˇ̌
ˇ̌ r0� C r1

p0� C p1

ˇ̌
ˇ̌ D jr1p0 � r0p1j C jr1 Np0 � r0 Np1j

2jIm. Np0p1/j
; (1.4.32)
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provided r0p1 � r1p0 ¤ 0. It is also obvious that in this case

M .�I �/ D 1; PC.�I �/ D � C p1

p0
; P�.�I �/ D 1;

�.�/ D �p1
p0
; Q.�I �/ D 0:

Thus, conditions 5, 2, and 3 of Corollary 1.2.11 are evidently fulfilled (the latter one
is satisfied since q.�/ ¤ 0 a.e. in R

n�1). The function ˛.�/, defined by (1.2.19), is
here equal to

˛.�/ D r1p0 � r0p1

p0q0
: (1.4.33)

Finally, using (1.4.32) and (1.4.33), we conclude that inequality (1.3.19) and con-
dition 1 of Corollary 1.2.11 are equivalent to inequalities (1.4.31). �

Proposition 1.4.8. Let Im . Np0p1/ D 0 a.e. in R
n�1. The inequality

k .r0.Dx/Dt C r1.Dx// uk2
B1=2 6 Ck .p0.Dx/Dt C p1.Dx// uk2 (1.4.34)

holds for all u 2 C1
0 .R

n
C/ if and only if the conditions

r0p1 � r1p0 D 0; (1.4.35)

B1=2.�/jr0j 6 const jp0j (1.4.36)

are satisfied a.e. in R
n�1.

Proof. The statement of Proposition 1.4.8 follows from Theorem 1.2.3, if in the for-
mulation of this theorem we replace the matrix S by the polynomial R D r0� C r1.
Indeed, the equality Im. Np0p1/ D 0 implies the relation PC.�I �/ D � C p1=p0.
Thus, conditions (1.4.35) and (1.4.36) are equivalent to conditions 1 and 2 of Theo-
rem 1.2.3, respectively. �

Proposition 1.4.9. Let r0p1 � r1p0 ¤ 0 and Im. Np0p1/ > 0 a.e. in R
n�1. The

estimate (1.4.34) holds for all u 2 C1
0 .R

n
C/ if and only if the inequality

B1=2.�/ .jr0p1 � r1p0j C jr0 Np1 � r1 Np0j/ 6 const Im. Np0p1/ (1.4.37)

is fulfilled a.e. in R
n�1.

Proof. We claim that this proposition follows from Remark 1.2.4 (see Subsection
1.2.2). Indeed, since Im. Np0p1/ > 0, the unique � -root of the polynomial P lies in
the half-plane Im � < 0 (� D �C i� ). On the other hand, it follows from (1.4.32) that
condition 2 of Theorem 1.2.3 is equivalent to inequality (1.4.37). �



82 1 Estimates for matrix operators

1.4.7 An example of a second-order operator w.r.t. t

In this subsection we consider in detail an example of a second-order operator w.r.t.
the variable t, which was already discussed in Remark 1.3.10 (see Subsection 1.3.3).
Here we prove all the statements about this operator which were already used in that
remark.

Proposition 1.4.10. Let � D .�1; �2/ 2 R
2, let R.�I �/ D 1, and let

P.�I �/ D .� � i~1.�//.� � i~2.�//:

Suppose also that ~j .�/ > 0 (j D 1; 2) and ~1.�/ ¤ ~2.�/ for almost all � 2 R
n�1.

Set Q.�I �/ D fQ1.�I �/;Q2.�I �/g, where Qj .�I �/ D � � i~j .�/ and j D 1; 2. The

estimate

kuk2 6 C
�
kP.D/uk2 C ˝̋

Q.D/u
˛̨2
�

�
(1.4.38)

holds true for all u 2 C1
0 .R

n
C/ if and only if condition (1.3.18) and the inequality

.~1~2/
�1 6 const (1.4.39)

are satisfied a.e. in Rn�1.

Proof. We show that this proposition follows from Corollary 1.2.13 if in this corol-
lary we putm D 1, B.�/ D 1, R.�I �/ D S.�I �/ D 1,

T .�I �/ D Q.�I �/ D
�
Q1.�I �/
Q2.�I �/

�
;

� D .�1; �2/, and � D �1 D 0 (and, consequently, R D I ).
Indeed, in the example under consideration we have P.�I �/ D PC.�I �/ D

PPC.�I �/. Therefore, condition 2 of Theorem 1.2.2 is automatically satisfied, while
condition 3 of Theorem 1.2.2 follows from the assumption ~1.�/ ¤ ~2.�/. Thus, con-
dition 2 of Corollary 1.2.13 is also satisfied. Similarly, condition 3 of this corollary is
fulfilled, becausem D 1. Obviously, the equality

sup

ˇ̌
ˇ̌R.�I �/
P.�I �/

ˇ̌
ˇ̌
2

D .~1.�/~2.�//
�2

holds, and, consequently, condition 1 of Corollary 1.2.13 is equivalent to inequality
(1.4.39). From the equation P D PC we obtain P� D 1, which means that
Q� D T� D 0. Hence, condition 4 of Corollary 1.2.13 follows from inequality
(1.2.30). We show that this inequality is equivalent to condition (1.3.18).

First, we note that in the case m D 1 representation (1.2.16) for the 1 �N matrix
G.�I �/, related to the estimate

kR.D/uk2
B1=2 6 C

�
kP.D/uk2 C ˝̋

Q.D/u
˛̨2�

;
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takes the form
G.�I �/ D M .�I �/H.�I �/� PD.�/��1: (1.4.40)

Here H.�I �/ is the 1 �N matrix fH%� .�I �/g with entries

H%� .�I �/ D �Š

�X


D0

1


Š
PR

 .�I �%.�// PPC.�I �/.� � �%.�//
���1; (1.4.41)

and
� PD.�/��1 is the inverse of the matrix

PD.�/ D f PQ.�/˛ .�I �%.�//g .% D 1; : : : ; l I � D �.%/ D 0; : : : ; k%.�/� 1I
˛ D 1; : : : ; N I PR D R=M I PQ˛ D Q˛=M /:

In the considered example we have Q˛.�I �/ D � � i~˛.�/. Therefore,

PD.�/ D
�

0 i.~2 � ~1/
i.~2 � ~1/ 0

�

and � PD.�/��1 D
�

0 �i.~1 � ~2/
�1

i.~1 � ~2/�1 0

�
:

On the other hand, the equalities R D 1, PC D PPC D P D .� � i~1.�//.� �
i~2.�// and equations (1.4.41) imply M .�I �/ D 1 andH.�I �/ D f� � i~1; � � i~2g.
Therefore, it follows from (1.4.40) that

G.�I �/ D fi.~1 � ~2/
�1.� � i~1/;�i.~1 � ~2/�1.� � i~2/g: (1.4.42)

Finally, calculating the integral on the left-hand side of (1.2.30), we conclude that
inequality (1.2.30) (with B.�/ D 1) is equivalent to (1.3.18). �

At the end of this subsection, we show that condition (1.3.15) (with B.�/ D 1) is
equivalent to (1.3.17) (it was noted in Subsection 1.3.3 that condition (1.3.15) is, in
general, not necessary for the validity of (1.3.16)).

Indeed, since m D 1, it follows from the definition of the polynomials P , Q1,
and Q2 given in Proposition 1.4.10 that the matrix TC has the form

TC D
�

�~�1
2 �2�.~1 C ~2/

�1

�2�.~1 C ~2/
�1 �~�1

1

�

and T� D 0. Consequently, we have

� tr
�
T

�1
C

�
.��/

D ~2.~1 C ~2/
2

.~1 � ~2/2.1C j�j2/�1
C ~1.~1 C ~2/

2

.~1 � ~2/2.1C j�j2/�2

and tr T�.�/ D 0. On the other hand,

sup

ˇ̌
ˇ̌RC.�I �/
PC.�I �/

ˇ̌
ˇ̌
2

D sup
1

jP.�I �/j2 D .~1~2/
�2 :

Rewriting condition (1.3.15) with these equalities in mind, we arrive at (1.3.17).
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1.5 On well-posed boundary value problems in a half-space

In this section we establish necessary and sufficient conditions for the unique solvabil-
ity of the boundary value problem (1.5.4)–(1.5.5), where exp.ˇt/ �f .xI t/ 2 L2.RnC/
for some ˇ 2 R1 and ' D .'1; : : : ; 'N / 2 H�.@R

n
C/ (� D .�1; : : : ; �N / 2

R
N ). We seek a solution to this problem in the class of functions u.xI t/ such that

exp.ˇt/ � u.xI t/ 2 W JCs;J
2;x;t .RnC/.

We denote by W
JCs;J
2;x;t .RnC/ the closure of the space C1

0 .R
n
C/ w.r.t. the norm

kv W W JCs;J
2;x;t .RnC/k defined by

kv W W JCs;J
2;x;t .RnC/k2 D

X

j˛j6J

kD˛
x;tv W H.s;0/.R

n
C/k2 (1.5.1)

with s 2 R
1 and an integer J > 1. It is well known that for the elements v 2

W
JCs;J
2;x;t .RnC/ there exist the successive traces

D
j
t v
ˇ̌
tD0

2 HJCs�j�.1=2/.@R
n
C/ .j D 0; 1; : : : ; J � 1/:

Let P.�I �/ and Q˛.�I �/ (˛ D 1; : : : ; N ) be polynomials of the variable � 2 R
1

with measurable coefficients that are locally bounded in R
n�1 and grow no faster

than some power of j�j as j�j ! 1. Suppose that the leading coefficient p0.�/
of the polynomial P is not equal to zero a.e. in R

n�1. Suppose also that J D
ord P.�I �/ > 1 and J˛ D ordQ˛.�I �/ D J � 1 (˛ D 1; : : : ; N ) a.e. in Rn�1.

For any ˇ 2 R
1 we denote by ŒP.�I � C ˇi/�C the polynomial of � with the

leading coefficient 1, the roots of which (counting multiplicities) coincide with the
� -roots of the polynomial P.�I � C ˇi/ in the half-plane Im � > 0 (� D � C i� ). We
set

ŒP.�I � C ˇi/�� D P.�I � C ˇi/=p0.�/ ŒP.�I � C ˇi/�C

and define the polynomials ŒQ˛.�I � C ˇi/�˙ by the partial fraction decompositions
(w.r.t. � ):

Q˛.�I � C ˇi/

P.�I � C ˇi/
D ŒQ˛.�I � C ˇi/�C

ŒP.�I � C ˇi/�C
C ŒQ˛.�I � C ˇi/��
ŒP.�I � C ˇi/��

.˛ D 1; : : : ; N /

9
=
; : (1.5.2)

We consider also the polynomials
�
Rj .�I � C ˇi/

�
˙

which are defined by the
following partial fraction decompositions (w.r.t. � ):

.� C ˇi/j

P.�I � C ˇi/
D cj .�/C

�
Rj .�I � C ˇi/

�
C

ŒP.�I � C ˇi/�C
C
�
Rj .�I � C ˇi/

�
�

ŒP.�I � C ˇi/��

.J D 0; 1; : : : ; N /

9
>=
>;
: (1.5.3)

It is obvious that cj .�/ D 0 (j D 0; 1; : : : ; J �1) and cJ D Œp0.�/�
�1. It is also clear

that in the case ˇ D 0 we have ŒP.�I �/�˙ D P˙.�I �/, ŒQ˛.�I �/�˙ D Q˛˙.�I �/,
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and
�
Rj .�I �/

�
˙

D Rj˙.�I �/. Here P˙.�I �/, Q˛˙.�I �/ and Rj˙.�I �/ are
the polynomials defined in Subsections 1.0.1, 1.0.2 by the polynomials P.�I �/,
Q˛.�I �/ and Rj .�I �/ D � j , respectively.

Consider the Hilbert spaces L2.exp.ˇt/IRnC/ and W
JCs;J
2;x;t .exp.ˇt/IRnC/ with

the norms

kf W L2.exp.ˇt/IRnC/k D k exp.ˇt/ � f W L2.RnC/k
and

ku W W JCs;J
2;x;t .exp.ˇt/IRnC/k D k exp.ˇt/ � u W W JCs;J

2;x;t .RnC/k;
respectively.

Let ' D .'1; : : : ; 'N / 2 H�.@R
n
C/ (� D .�1; : : : ; �N / 2 R

n) and f 2
L2.exp.ˇt/IRnC/ with some ˇ 2 R

1. We say that a generalized function u is a
solution of the boundary value problem

P.D/u D f .xI t/ .x 2 R
n�1; t > 0/; (1.5.4)

Q˛.D/u
ˇ̌
tD0

D '˛.x/ .x 2 R
n�1I ˛ D 1; : : : ; N /; (1.5.5)

if there exists a number s 2 R1 such that u 2 W
JCs;J
2;x;t .exp.ˇt/IRnC/ and u sat-

isfies equation (1.5.4) and boundary conditions (1.5.5) in the sense of generalized
functions19.

The boundary value problem is called well-posed in the pair of spaces

h
W
JCs;J
2;x;t .exp.ˇt/IRnC/; L2.exp.ˇt/IRnC/ � H�.@R

n
C/
i

if for any f 2 L2.exp.ˇt/IRnC/ and ' 2 H�.@R
n
C/ there exists a unique solution of

the problem (1.5.4)–(1.5.5) satisfying the estimate

ku W W JCs;J
2;x;t .exp.ˇt/IRnC/k

6 const
�
kf W L2.exp.ˇt/IRnC/k C ˝̋

'
˛̨
�

�
:

(1.5.6)

Theorem 1.5.1. Assume that the equality

ord ŒP.�I � C ˇi/�C D N a.e. in R
n�1; (1.5.7)

holds for some ˇ 2 R
1, and for some s 2 R

1 the polynomials P.�I � C ˇi/ and

Q˛.�I �Cˇi/ satisfy for all � 2 R1 and almost all � 2 Rn�1 the following conditions:

j� jj 6 const.1C j�j2/.j�s�J/=2jP.�I � C ˇi/j .j D 0; 1; : : : ; J /I (1.5.8)

the polynomials Q˛.�I � C ˇi/ .˛ D 1; : : : ; N /; are linearly

independent modulo ŒP.�I � C ˇi/�C I (1.5.9)

19The boundary values are understood in the sense of traces.
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1Z

�1

1Z

�1

.1C j�j2/J
ˇ̌
ˇ
PN
˛D1G˛0.�I � C ˇi/ ŒQ˛.�I �C ˇi/��

ˇ̌
ˇ
2

ˇ̌
ŒP.�I � C ˇi/�C ŒP.�I � C ˇi/��

ˇ̌2 d�d�

C
1Z

�1

1Z

�1

ˇ̌
ˇ
PN
˛D1G˛J .�I � C ˇi/ ŒQ˛.�I �C ˇi/��

ˇ̌
ˇ
2

ˇ̌
ŒP.�I � C ˇi/�C ŒP.�I � C ˇi/��

ˇ̌2 d�d�

6 const.1C j�j2/�sI

(1.5.10)

1Z

�1

NX

˛D1

.1C j�j2/J jG˛0.�I � C ˇi/j2 C jG˛J .�I � C ˇi/j2
.1C j�j2/�˛ j ŒP.�I � C ˇi/�C j2 d�

6 const.1C j�j2/�s;
(1.5.11)

where G˛0.�I � C ˇi/ are polynomials (in � ) of degree at most N � 1, satisfying the

identity

NX

˛D1

G˛0.�I � C ˇi/ ŒQ˛.�I �C ˇi/�C D .�� �/�1

� ˚ŒP.�I �C ˇi/�C ŒR0.�I � C ˇi/�C � ŒP.�I � C ˇi/�C ŒR0.�I �C ˇi/�C
	 I

(1.5.12)
here G˛J .�I � C ˇi/ denote the reminders of the division of the polynomials

.� C ˇi/JG˛0.�I � C ˇi/ by ŒP.�I � C ˇi/�C. The polynomials ŒQ˛.�I � C ˇi/�˙
and ŒR0.�I � C ˇi/�C are defined by decompositions (1.5.2) and (1.5.3) with j D 0,

respectively.

Then the boundary value problem (1.5.4)–(1.5.5) is well-posed in the pair of

spaces h
W
JCs;J
2;x;t .exp.ˇt/IRnC/; L2.exp.ˇt/IRnC/ � H�.@R

n
C/
i
:

Conversely, if condition (1.5.7) is satisfied for some ˇ 2 R
1 and inequality (1.5.6)

holds for some s 2 R
1 and all u 2 W JCs;J

2;x;t .exp.ˇt/IRnC/, where f .xI t/ and '.x/ D
.'1.x/; : : : ; 'N .x// are the right-hand sides of (1.5.4) and (1.5.5), respectively, then

assumptions (1.5.8)–(1.5.11) are fulfilled for all � 2 R
1 and almost all � 2 R

n�1.

Proof. Without loss of generality, we may assume ˇ D 0. Indeed, the case of
arbitrary ˇ 2 R1 is reduced to the case ˇ D 0 by the substitution u.xI t/ D
exp.�ˇt/ � v.xI t/. After this substitution the argument �i@=@t is shifted by ˇi in
all operators.

Suppose that conditions (1.5.7)–(1.5.11) are satisfied for ˇ D 0. We prove the
well-posedness of the problem (1.5.4)–(1.5.5) in the pair of spaces

h
W
JCs;J
2;x;t .RnC/; L

2.RnC/ � H�.@R
n
C/
i
:
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We represent the polynomial PC.�I �/ as

PC.�I �/ D
l.�/Y

%D1

.� � �%.�//k%.�/: (1.5.13)

From condition (1.5.7) it follows that k1.�/C � � � C kl.�/.�/ D N , while inequality
(1.5.8) guarantees that Im �%.�/ > 0 (% D 1; : : : ; l.�/) a.e. in R

n�1.
Consider the N �N matrix

D.�/ D fQ.�/˛ .�I �%.�//g; (1.5.14)

where the rows are labeled by the index ˛, and the columns are labeled by the in-
dices %, � D �.%/. These indices take the values ˛ D 1; : : : ; N ; % D 1; : : : ; l.�/,
and � D �.%/ D 0; 1; : : : ; k%.�/ � 1. The assumption (1.5.9) is equivalent to the
nondegeneracy of the matrix (1.5.14) for almost all � 2 Rn�1.

Let f 2 L2.RnC/ and ' 2 H�.@R
n
C/. The solution (in the sense of distributions)

of the boundary value problem (1.5.4)–(1.5.5) will be constructed as follows. For all
t > 0 and almost all � 2 Rn�1 we set

Ou.�I t/ D F�!t

�
Ft!�g.�I t/

P.�I t/
�

C
l.�/X

%D1

k%.�/�1X

�D0

c%� .�/.it/
� exp.i�%.�/t/; (1.5.15)

where g.�I t/ D 0 for t < 0, and g.�I t/ D Of .�I t/, and fc%� .�/g is the uniquely
determined solution of the system

l.�/X

%D1

k%.�/�1X

�D0

Q.�/˛ .�I �%.�//c%�.�/

D O'˛.�/� 1p
2�

1Z

�1

Q˛�.�I �/
P�.�I �/

Ft!�g.�I t/d�

.˛ D 1; : : : ; N /:

(1.5.16)

Using representation (1.5.13) and equality (1.5.16), we obtain by direct differen-
tiation of (1.5.15) w.r.t. t that

P .�I �i d=dt/ Ou.�I t/ D Of .�I t/ (1.5.17)

for all t > 0 and almost all � 2 R
n�1; and

Q˛ .�I �i d=dt/ Ou.�I t/jtD0 D O'˛.�/ (1.5.18)

a.e. in R
n�1. Hence, the inverse .� ! x/ Fourier transform u of the function Ou is a

generalized solution of the boundary value problem (1.5.4)–(1.5.5).
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Further we show that u 2 W JCs;J
2;x;t .RnC/ and the norm ku W W JCs;J

2;x;t .RnC/k admits

the estimate (1.5.6) (with ˇ D 0) for any s 2 R
1 satisfying conditions (1.5.8), (1.5.10)

and (1.5.11) (ˇ D 0).

Let G j̨ .�I �/ be the polynomials (in � ) of degree at mostN � 1 that satisfy iden-
tity (1.0.24)20 with R.�I �/ D � j (˛ D 1; : : : ; N ; j D 0; 1; : : : ; J /) for all � 2 R

1

and almost all � 2 Rn�1. It follows from Remark 1.1.16, Lemma 1.1.15 and Propo-
sitions 1.1.26 and 1.2.8 that these polynomials admit the following representation of
the type (1.2.16):

Gj .�I �/ D fG j̨ .�I �/g D Hj .�I �/D�1.�/ .j D 0; 1; : : : ; J /: (1.5.19)

This representation is obtained, if we put in (1.2.16)m D 1, M .�I �/ D 1, PT�1
R .�/ D

D�1.�/, where D.�/ is the matrix (1.5.14), and define the matrix Hj .�I �/ by setting

in (1.2.15)m D 1, PS.�I �/ D � j , and PPC.�I �/ D PC.�I �/. Since ordG j̨ .�I �/ 6
N � 1, it follows directly from (1.5.19) that the polynomial G j̨ .�I �/ is equal to the
reminder of the division � jG˛0.�I �/ by PC.�I �/ (˛ D 1; : : : ; N ; j D 0; 1; : : : ; J ).

Differentiating (1.5.15) w.r.t. t , calculating the Fourier transform of the deriva-
tives of the second term of this equation and taking into account (1.5.16), we obtain
for all t > 0 and almost all � 2 R

n�1 the representation

@j Ou.�I t/
.i@t/j

D F �1
�!t

(
� j ŒP.�I �/��1 .Ft!�g.�I �//C ip

2�

�
NX

˛D1

G j̨ .�I �/
PC.�I �/

2
4 1p

2�

1Z

�1

Q˛.�I �/
P�.�I �/.Ft!�g.�I t//d�� O'˛.�/

3
5
)
;

(1.5.20)

where G j̨ .�I �/ are the polynomials defined by (1.5.19)21.

Using the Parseval identity and the definition of g.�I t/, we conclude that repre-
sentation (1.5.20) implies the inequalities

1Z

�1

ˇ̌
ˇ̌@
j Ou.�I t/
@tj

ˇ̌
ˇ̌
2

dt 6 const

" 
sup

ˇ̌
ˇ̌ � j

P.�I �/

ˇ̌
ˇ̌
2

C
1Z

�1

1Z

�1

ˇ̌
ˇ̌
ˇ

PN
˛D1G j̨ .�I �/Q˛�.�I �/
PC.�I �/P�.�I �/

ˇ̌
ˇ̌
ˇ

2

d�d�

! 1Z

0

j Of .�I t/j2dt

C
1Z

�1

NX

˛D1

.1C j�j2/��˛

ˇ̌
ˇ̌G j̨ .�I �/
PC.�I �/

ˇ̌
ˇ̌
2

d�

NX

˛D1

.1C j�j2/�˛ j O'˛.�/j2
#

(1.5.21)

20In particular, for ˇ D 0 the polynomials G˛0.�I �/ satisfy the identity (1.5.12).
21The attentive reader will certainly note that the calculation referring to the second summand of equation

(1.5.15) has already been carried out in the proof of Lemma 1.1.12 (see (1.1.37)–(1.1.39) as well as (1.1.31).
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for almost all � 2 Rn�1. On the other hand, it is obvious that the norm defined by
(1.5.1) is equivalent to the norm whose square is equal to

1Z

0

dt

Z

Rn�1

.1C j�j2/s
"
.1C j�j2/J j Ou.�I �/j2 C

ˇ̌
ˇ̌@
J Ou.�I t/
@tJ

ˇ̌
ˇ̌
2
#
d�:

Hence if s 2 R
1 satisfies conditions (1.5.8), (1.5.10), and (1.5.11) with ˇ D 0, then

the estimate (1.5.6) (with ˇ D 0) of the solution of boundary value problem (1.5.4)–
(1.5.5) follows directly from inequalities (1.5.21) for Ou.�I t/ and @Ju.�I t/=@tJ , and
the problem (1.5.4)–(1.5.5) is well-posed in the pair of spaces

h
W
JCs;J
2;x;t .RnC/; L

2.RnC/ � H�.@R
n
C/
i
:

We proceed to the proof of the second part of Theorem 1.5.1. Suppose that for

ˇ D 0, some s 2 R
1, and all u 2 W

JCs;J
2;x;t .RnC/ inequality (1.5.6) is satisfied,

where f .xI t/ and '.x/ denote the right-hand sides of equations (1.5.4) and (1.5.5),
respectively. Then, the estimates

1Z

0

Z

Rn�1

.1C j�j2/sCJ�j

ˇ̌
ˇ̌@
j Ou.�I t/
@tj

ˇ̌
ˇ̌
2

dt 6 const
�
kP.D/uk2 C ˝̋

Q.D/u
˛̨2
�

�

(1.5.22)

.j D 0; 1; : : : ; J / hold true for all u 2 C1
0 .R

n
C/. Here Q.D/ D

8
<̂

:̂

Q1.D/
:::

QN .D/

9
>=
>;

.

Each of these estimates is a special case of the estimate (1.2.27), specified bym D 1,
� D 0, R.�I �/ D � j , and B.�/ D .1 C j�j2/sCJ�j (j D 0; 1; : : : ; J ). Thus,
taking in conditions (1.5.8)–(1.5.11) ˇ D 0, we see that these conditions follow from
conditions 1, 2, and 3 of Corollary 1.2.13. �

1.6 Notes

The questions discussed in Chapter 1 were studied in the case m D 1 in the authors’
paper [MG75], where it was also mentioned that the established theorems can be
generalized to matrix operators in spaces of vector functions (see [MG75], p. 242).
Such a generalization was carried out by the authors in [GM85]. Some results of
[MG75] were announced in [GM72].

Section 1.0 A priori estimates for differential and pseudodifferential operators (un-
der various assumptions on the type of the operator, its coefficients and the domain
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in Rn, where the functions uj are defined) were treated by many authors. Without
touching on results, obtained in this direction for concrete types of operators, we men-
tion here several papers on estimates for general differential operators with constant
coefficients in the spaces of vector-functions that are directly related to our topic.

In the papers of B. Fuglede [Fug61] and B. P. Paneyakh [Pan61], the well-known
result of L. Hörmander [H55] on L2-estimates for minimal operators in a bounded
domain or in R

n is generalized to certain systems of differential operators (in [Fug61]
deals also with overdetermined systems). Further development of these results –
necessary and sufficient conditions for the validity of estimates in interior of a domain
for certain systems of operators acting in vector spaces H� – can be found in the
article of B.P. Paneyakh [Pan66].

Necessary and sufficient conditions for the coercivity of integro-differential forms
in spaces of vector functions satisfying homogeneous boundary conditions were ob-
tained by D. G. de Figueiredo [Fig63].

In [Sch64a] M. Schechter established sufficient conditions for the validity of in-
equality (1.0.1) for all u 2 C1

0 .R
n
C/ under the assumptions that R.D/, P.D/ and

Q.D/ are matrices of differential operators with constant coefficients, P.�I �/ D
detP.�I �/ 6� 0, and the � -roots of the polynomial P.�I �/ are not real. The proof
of these results in the scalar case (m D 1) is given in [Sch64]. Judjing by remark at
the end of the article [Sch64a], Schechter intended to publish some generalizations of
these results; but we have no references to such publications.

The role of the matrix P c n the study of a priori estimates for matrix differential
operators has already been noted by A. A. Dezin in [Dez59]. The matrix P c figures
also in the formulation of results in the papers [Fug61], [Pan61], [Pan66], [Sch64a].

Section 1.1 The main results of Section 1.1 were established by the authors in
[MG75] for m D 1 and in [GM85] for arbitrary m.

An assertion of the type of Lemma 1.1.1 was proved for m D 1 in the authors’
paper [GM74] (see [GM74, Lemma 7]), where one can find also an assertion of the
type of Lemma 1.1.7 for m D 1 (see [GM74, Lemma 5]). Lemma 1.1.5 with m D 1
was proved by the authors in [GM74] (see [GM74], item 3 in the proof of necessity of
the conditions of Theorem 1.2.2). Lemma 1.1.18 is also proved therein (see [GM74,
Lemma 2.1]).

The integral representation (1.1.31) was verified for m D 1 in [GM74] (see
[GM74, Lemma 2.2]). The identity (1.1.40) for the matrix G.�/ was proved by an-
other method in [GM74] (see [GM74], Lemmas 1.3 and 1.2).

Finally, Theorems 1.1.19, 1.1.29, and 1.1.30 were proved in [GM74] for m D 1
(see [GM74], Theorems 2.1, 2.2 and 2.10, respectively).

Section 1.2 The main results of Section 1.2 were obtained by the authors in [GM74]
for m D 1 and in [GM85] for arbitrary m. Also in [GM74] a version of the estimate
(1.2.1), corresponding to the case B.�/ D 1, is considered. Instead of the norm

˝̋ � ˛̨ ,
[GM74] uses the norm

˝̋ � ˛̨
�

, so that the results of [GM74] (see Theorems 3.1, 3.2

and 3.10 therein) are particular cases of Corollaries 1.2.13 and 1.2.14 of this section.
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The result of Proposition 1.2.15, concerning the casem D 1, is also established in
[GM74] (see [GM74, Proposition 3.1]). The results of Subsection 1.2.7, concerning
the case of arbitrary m, are published here for the first time.

Section 1.3 The results of Section 1.3 were established in [GM74] and [GM85].
The proofs presented in this book are almost identical to the corresponding proofs
in [GM74], concerned with the case m D 1. The only exception is the proof of
Theorem 1.3.6 which follows directly from Theorem 1.3.3 just form D 1 (see Corol-
lary 1.3.7).

Condition (1.3.11) (see Remark 1.3.5) was apparently considered for the first time
by J. Peetre [Pee61]. Under the assumption that P.�I �/ is a hypoelliptic polynomial,
Peetre showed that condition (1.3.11) is necessary and sufficient for the validity of

certain estimates for solutions of the problem P.D/u D f , D
j
t u
ˇ̌
tD0

D 0 (j D
0; 1; : : : ; N � 1) in the half-space RnC

The proof of Proposition 1.3.12 uses some arguments found in the work of
M. Schechter [Sch64a] (see [Sch64a], p. 424 and p. 433). The result of Remark 1.3.13
belongs to M. Schechter (see [Sch64a], p. 426 and p. 433).

Section 1.4 The results of Subsections 1.4.1–1.4.5 were established in the authors’
paper [GM85], and the results of Subsections 1.4.6–1.4.7 were obtained in [GM74].

An estimate of the type (1.4.9) for quasielliptic systems in a class of the Sobolev
spaces with fractional exponent (Slobodeckij spaces) was studied by K. K. Golovkin
and V. A. Solonnikov [GolSol68]. The class of spaces considered in [GolSol68] cov-
ers the Hölder spaces, but not theLp-spaces. From this point of view, Corollary 1.4.2
can be considered as a supplement to Theorem 19 from [GolSol68].

Many authors have studied estimates of the type (1.4.9) for solutions of elliptic
systems. Among the works devoted to this topic we mention those by of S. Agmon,
A. Douglis and L. Nirenberg [AGN64], L. P. Volevich [Vol65], and V. A. Solonnikov
[Sol64]. Works dealing with general parabolic and quasielliptic systems have already
been mentioned in Subsection 1.4.1. For the scalar quasielliptic P.D/, results similar
to Corollary 1.4.2 were obtained by V. T. Purmonen ([Pur77] and [Pur79]), who used
Schechter’s method ([Sch63] and [Sch64]) and results by T. Matsuzawa [Mat68].

Section 1.5 The result of this section is published here for the first time. It is close
to the papers [Dik62], [DikSi60a], [DikSi60b], [Pal60] (see also [Sil65, Chapter IV])
of G. V. Dikopolov, V. P. Palamodov and G. E. Shilov, where the general question
of describing well-posed problems in a half-space for equations and systems solved
with respect to the highest derivative w.r.t. the variable t is discussed. Well-posed
problems for equations not solved with respect to the highest derivative w.r.t. t were
studied by A. L. Pavlov [Pav77].

In the papers [DikSi60a], [Pal60] and [DikSi60b], solutions are sought in the
classes of distributions that depend on a parameter t > 0 and belong to the space H

for each t > 0. The space H consists of ordinary functions that are square integrable
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in the whole space Rn�1 and together with their generalized derivatives w.r.t. t up to
the order J � 1 grow in H as t ! C1 no faster than a certain power of t .

Well-posed problems in spaces that contain growing functions (for example, in
the space S 0) were studied in [Dik62] and [Pav77].

We also note that the problem considered in this section is regular (the definition
of regular problem can be found, for instance, in [Sil65], p. 253), since we assume that
condition (1.5.7) is satisfied. This enables us to prove (under additional conditions
(1.5.8)–(1.5.12)) its well-posedness in the pair of spaces

h
W
JCs;J
2;x;t .exp.ˇt/IRnC/; L2.exp.ˇt/IRnC/ � H�.@R

n
C/
i
:



Chapter 2

Boundary estimates for differential operators

2.0 Introduction

2.0.1 Description of results

In this chapter we formulate necessary and sufficient conditions for the validity of the
estimate

˝̋
R.D/u

˛̨ 2
B1=2 6 C

0
@

mX

jD1

kPj .D/uk2 C
NX

˛D1

˝̋
Q˛.D/u

˛̨ 2
1
A

u D u.xI t/ 2 C1
0 .R

n
C/;

(2.0.1)

and give the exact description of the “trace space”R.D/u
ˇ̌
tD0

for elements u belong-

ing to the completion of the space C1
0 .R

n
C/ in the metric

Pm
jD1 kPj .D/uk2.

We assume that R.�I �/, Pj .�I �/ and Q˛.�I �/ are polynomials of the variable
� 2 R

1 with complex measurable coefficients that are locally bounded in R
n�1 and

grow no faster than a power of j�j as j�j ! 1. It is also supposed that the inequalities

0 6 ordR.�I �/; ordQ˛.�I �/ 6 max
16j6m

ordPj .�I �/� 1

hold a.e. in R
n�1.

A criterion for the validity of the estimate (2.0.1) is established in Section 2.2. To
formulate this criterion we need the polynomialsH˙.�I �/ and T1.�I �/; : : : ; Tm.�I �/
(in � ), which are defined as follows:

PolynomialsH˙.�I �/. We set

mX

jD1

jPj .�I �/j2 D HC.�I �/H�.�I �/: (2.0.2)

Here,HC.�I �/ D PJ
sD0 hs.�/�

J�s is a polynomial with roots lying in the half-plane

Im � > 0 (� D � C i� ), andH�.�I �/ D HC.�I �/. We assume that h0.�/ ¤ 0 a.e. in
R
n�1.

Polynomials Tj .�I �/. For a point � 2 R
n�1 with h0.�/ ¤ 0 we denote by …C.�I �/

the greatest common divisor of the polynomials HC.�I �/, P1.�I �/; : : : ; Pm.�I �/
with leading coefficients equal to 1. Suppose that there exist functions ˇ˛.�/ such
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that

D.�I �/ defD R.�I �/�
NX

˛D1

ˇ˛.�/Q˛.�I �/ � 0 .mod…C.�I �// (2.0.3)

a.e. in R
n�1.

Denote by Tj .�I �/ (j D 1; : : : ; m) the polynomials in � (ordTj .�I �/ 6 J � 1)
that satisfy for all � 2 R

1 and almost all � 2 R
n�1 the following conditions:

T j .�I �/ � 0 .mod…C.�I �// .j D 1; : : : ; m/I (2.0.4)

D.�I �/H�.�I �/ D
mX

jD1

Pj .�I �/Tj .�I �/I (2.0.5)

Pi .�I �/T j .�I �/ � Pj .�I �/T i .�I �/ .mod…C.�I �/HC.�I �// (2.0.6)

(i ¤ j ; i; j D 1; : : : ; m; condition (2.0.6) is omitted if m D 1).
From the results of Subsection 2.2.1 (Lemma 2.1.1) it follows that for every N -

tuple of functions ˇ˛.�/ satisfying condition (2.0.3), the polynomials Tj .�I �/ exist
and are uniquely determined by conditions (2.0.4)–(2.0.6).

In Subsection 2.2.1 (Theorem 2.2.2) it is stated that the estimate (2.0.1) holds true
if and only if the following conditions are satisfied:

1. There exist functions ˇ˛.�/ such that relation (2.0.3) is valid a.e. in R
n�1.

2. The inequality

sup
�2Rn�1

8
<
:B.�/ inf

fˇ˛.�/g

2
4 1p

2�

1Z

�1

Pm
jD1 jTj .�I �/j2Pm
jD1 jPj .�I �/j2

d� C
NX

˛D1

jˇ˛.�/j2
3
5
9
=
; < 1

(2.0.7)
holds true. Here the infimum is taken over all N -tuples fˇ˛.�/g satisfying
(2.0.3), and Tj .�I �/ denote the polynomials determined by conditions (2.0.4)–
(2.0.6).

The left-hand side of (2.0.7) is the sharp constant in (2.0.1).

Some corollaries of this result are derived in Subsection 2.2.2. In Subsection 2.2.3
we consider an inequality of the type (2.0.1) with an additional term on the right-hand
side. It turns out that this inequality (cf. (2.2.28)) remains valid if we replace all
operators by their principal homogeneous parts. Finally, an example of estimate for
operators Pj .D/ of first order w.r.t. t is discussed in Subsection 2.2.4.

The main tool for obtaining the above-mentioned results is the theorem on the
sharp constant in an inequality of the type (2.0.1) for ordinary differential operators
on the semi-axis t > 0 which is proved in Subsection 2.2.1.

In Subsection 2.2.3, a special case of inequality (2.0.1), namely

˝̋
R.D/u

˛̨ 2
B1=2 6 C

mX

jD1

kPj .D/uk2; u 2 C1
0 .R

n
C/ (2.0.8)
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is studied. From the main result of Subsection 2.2.2 it follows that inequality (2.0.8)
holds true if and only if

R.�I �/ � 0 .mod…C.�I �// a.e. in R
n�1; (2.0.9)

and

sup
�2Rn�1

B.�/ƒ.�/ < 1; (2.0.10)

where

ƒ.�/ D 1

2�

1Z

�1

Pm
jD1 jTj .�I �/j2Pm
jD1 jPj .�I �/j2

d� (2.0.11)

and Tj .�I �/ are the polynomials (of � ) of degree at most J �1, satisfying conditions
(2.0.4)–(2.0.6) (with D.�I �/ replaced by R.�I �/ in condition (2.0.5)).

The aim of Section 2.3 is to prove the converse of this result, namely the con-
tinuation theorem (Theorem 2.3.8). Here it turns out that if R.D/, Pj .D/ (j D
1; : : : ; m) are differential operators with constant coefficients, then the “trace space”
R.D/u

ˇ̌
tD0

of the elements u belonging to the completion of the space C1
0 .R

n
C/ in

the metric
Pm
jD1 kPj .D/uk2 coincides with closure of the linear space of functions

' 2 C1
0 .R

n�1/ that satisfy the inequality

˝̋
'
˛̨ 2
ƒ�1=2 D

Z

Rn�1

j O'.�/j2
ƒ.�/

d� < 1

w.r.t. the norm
˝̋ � ˛̨

ƒ�1=2 .

Finally, in Section 2.3 we establish a corollary of these theorems (Proposition
2.3.11) related to the problem of extension with “preservation of the class” for func-
tions with finite norm 0

@
mX

jD1

kPj .D/u W L2.RnC/k2
1
A
1=2

in the whole space Rn.

Other applications of results of this chapter will be provided in Chapter 4.

2.0.2 Outline of the proof of the main result

To shorten the explanations, we consider in this section only a special case of the
fundamental inequality, namely the estimate (2.0.8). For the sake of simplicity, we
assume that the leading coefficient of the polynomialHC.�I �/ is equal to 1, and the
� -roots of this polynomial �1.�/; : : : ; �J .�/ are pairwise distinct a.e. in R

n�1.
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As in Subsection 1.0.2, we begin by observing that estimate (2.0.8) holds if and
only if the inequality

jR .�I �i d=dt/ vjtD0j2 6 ƒ.�/

1Z

0

mX

jD1

ˇ̌
Pj .�I �i d=dt/ v

ˇ̌2
dt;

v 2 C1
0 .R

1
C/;

(2.0.12)

is satisfied for almost all � 2 Rn�1, and the sharp constant ƒ.�/ in (2.0.12) satisfies
condition (2.0.10).

Necessity of condition (2.0.9). Let �.�/ be a � -root of the polynomial …C.�I �/. We
substitute the function v�.t/ D exp.i�.�/t/ in inequality (2.0.12) (see Lemma 2.1.8).
Since Pj .�I �i d=dt/ v�.t/ D 0 (j D 1; : : : ; m), it follows from (2.0.12) that
R.�I �.�// D 0. Since �.�/ is an arbitrary root of the polynomial …C.�I �/, the
last equation is equivalent to (2.0.9).

Without loss of generality, we may assume that …C.�I �/ D 1. (Otherwise, we
should replace all the polynomials in (2.0.12) by the corresponding quotients arising
after dividing on …C.�I �/, and use the resulting estimate instead of (2.0.12).)

Estimate in a finite-dimensional space. For each fixed � 2 R
n�1 we consider the

vector a.�/ 2 C
J and the J � J matrix B.�/, defined as follows:

a.�/ D fR.�I �1.�//; : : : ; R.�I �J .�//g; (2.0.13)

B.�/ D fP%�.�I �%.�/; ��.�//g;

P%�.�I �%.�/; ��.�// D i

mX

jD1

Pj .�I �%.�//P j .�I ��.�//
�%.�/� ��.�/

:
(2.0.14)

We show that the estimate (2.0.12) is valid if and only if the inequality

j.a.�/; x/j2 6 ƒ.�/ .B.�/x; x/ ; x 2 C
J ; (2.0.15)

holds a.e. in R
n�1.

Indeed, let v 2 C1
0 .R

1
C/. We represent v.t/ in the form

v.t/ D z�.t/C
JX

kD1

xk.�/ exp.i�k.�/t/; (2.0.16)

where z
.�/

�
.t/
ˇ̌
tD0

D 0 (� D 0; 1; : : : ; J � 1), and xk.�/ is determined by the Cauchy

data of the function v. Since

mX

jD1

1Z

0

Pj .�I �i d=dt/ z�.t/Pj .�I �i d=dt/ Œexp.i�k.�/t/�dt

D
1Z

0

z�.t/

mX

jD1

jPj j2 .�I �i d=dt/ Œexp.i�k.�/t/�dt D 0; .k D 1; : : : ; J /;
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one can recast (2.0.12) as

j.a.�/; x.�//j

6 ƒ.�/

2
4

1Z

0

mX

jD1

ˇ̌
Pj .�I �i d=dt/ z�.t/

ˇ̌2
dt C .B.�/x.�/; x.�//

3
5 (2.0.17)

with x.�/ D . Nx1.�/; : : : ; NxJ .�//.
It is obvious that (2.0.15) implies the estimate (2.0.17). Conversely, if (2.0.12)

holds true, then approximation of the function

x�.t/ D
JX

kD1

xk.�/ exp.i�k.�/t/

by a sequence of compactly supported functions (see Lemma 2.1.8 for details), yields
inequality (2.0.15).

Proof of inequality (2.0.15). From the definition (2.0.14) of the matrix B.�/ it follows
that the equality

.B.�/x; x/ D
1Z

0

mX

jD1

ˇ̌
ˇ̌
ˇPj .�I �i d=dt/

"
JX

kD1

xk exp.i�k.�/t/

#ˇ̌
ˇ̌
ˇ

2

dt (2.0.18)

remains valid for any vector x D .x1; : : : ; xJ /.
Due to the assumption …C.�I �/ D 1, (2.0.18) shows that the matrix B.�/ is

positive definite. Therefore, the equation

B.�/x.�/ D a.�/ (2.0.19)

has a unique solution x0.�/, and, consequently, estimate (2.0.15) with the sharp con-
stant

ƒ.�/ D .B.�/x0.�/; x0.�// (2.0.20)

holds true for almost all � 2 R
n�1.

Computation of ƒ.�/. Now we explain how the formula (2.0.11) for the sharp con-
stant ƒ.�/ in the estimate (2.0.15) can be derived from equation (2.0.20). The com-
plete derivation of this formula is given in Section 2.1. Here, for simplicity, we restrict
ourselves to the case m D 2 and P2.�I �/ D 1. It is shown in Subsection 2.1.1 (see
Remark 2.1.4) that under these additional assumptions the polynomials T1.�I �/ and
T2.�I �/ are completely determined by the equation

RH� D P1T1 C T2: (2.0.21)

From (2.0.21) it follows that

T2.�I N��.�// D �P1.�I N��.�//T1.�I N��.�// .� D 1; : : : ; J /: (2.0.22)
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We also note that in the case under consideration the identities

P1.�I N��.�//P 1.�I N��.�// D �1 .� D 1; : : : ; J / (2.0.23)

follow from (2.0.2).

Let x0.�/ D . Nx10.�/; : : : ; NxJ0.�// be the unique solution of equation (2.0.19).
Taking into account (2.0.13) and (2.0.14), we can rewrite (2.0.19) in the form

R.�I �%.�// D
JX

�D1

i
P1.�I �%.�//P 1.�I ��.�///C 1

�%.�/� ��.�/
Nx�0.�/;

.% D 1; : : : ; J /:

(2.0.24)

On the other hand, equality (2.0.21) implies the relation

R.�I �%.�// D P.�I �%.�// T1.�I �%.�//
H�.�I �%.�//

C T2.�I �%.�//
H�.�I �%.�//

: (2.0.25)

Applying the Lagrange interpolation formula to T1.�I �%.�//=H�.�I �%.�// and
T2.�I �%.�//=H�.�I �%.�// we transform (2.0.25) into the equality

R.�I �%.�// D
JX

�D1

P1.�I �%.�//T1.�I N��.�//C T2.�I N��.�//
H 0

�.�I N��.�//
�
�%.�/� N��.�/

� : (2.0.26)

Next, using (1.0.22) and (1.0.23), we convert (1.0.26) as follows:

R.�I �%.�// D
JX

�D1

P1.�I �%.�//� P1.�I N��.�//
H 0

�.�I N��.�//
�
�%.�/� N��.�/

�T1.�I N��.�//

D
JX

�D1

i
P1.�I �%.�//P 1.�I N��.�//C 1�

�%.�/� N��.�/
� i

T1.�I N��.�//P1.�I N��.�//
H 0

�.�I N��.�//
;

.% D 1; : : : ; J /:

(2.0.27)

Since system (2.0.19) has the unique solution, we deduce from (1.0.24) and (1.0.27)
the relations

x�0.�/ D �i
T 1.�I ��.�//P 1.�I ��.�//

H 0
C.�I ��.�//

.� D 1; : : : ; J /: (2.0.28)

In view of (2.0.22), these relations can also be recast as

x�0.�/ D i
T 2.�I ��.�//
H 0

C.�I ��.�//
.� D 1; : : : ; J /: (2.0.29)
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Finally, we compute .B.�/x0.�/; x0.�// with the help of (2.0.19), (2.0.24), and
(2.0.29), and also the equation P1.�I �%.�//P 1.�I �%.�// D 1, which follows from
(2.0.21). This yields

.B.�/x0.�/; x0.�// D .a.�/; x0.�// D
JX

%D1

R.�I �%.�//x%0.�/

D
JX

%D1

P1.�I �%.�//T1.�I �%.�//C T2.�I �%.�//
H�.�I �%.�//

x%0.�/

D
JX

%D1

(
�i
P1.�I �%.�//P 1.�I �%.�//T1.�I �%.�//T 1.�I �%.�//

H 0
C.�I �%.�//H�.�I �%.�//

C i
T2.�I �%.�//T 2.�I �%.�//
H 0

C.�I �%.�//H�.�I �%.�//
�

D 1

2�

1Z

�1

jT1.�I �/j2 C jT2.�I �/j2
HC.�I �/H�.�I �/ d� D 1

2�

1Z

�1

jT1.�I �/j2 C jT2.�I �/j2
jP1.�I �/j2 C 1

d�:

Taking into account relation (1.0.20), we arrive at (1.0.11).

2.1 Estimates for ordinary differential operators

on the semi-axis

Let R.�/, P1.�/; : : : ; Pm.�/, Q1.�/; : : : ;QN .�/ be polynomials of the variable
� 2 R1 with constant coefficients, let maxi ordPj .�/ D J > 1, and let ordR.�/,
ordQ˛ 6 J � 1 (˛ D 1; : : : ; N ). In this section, necessary and sufficient conditions
for the validity of the estimates

jR .�i d=dt/ ujtD0j2

6 ƒ

2
4

1Z

0

mX

jD1

ˇ̌
Pj .�i d=dt/ u

ˇ̌2
dt C

NX

˛D1

jQ˛ .�i d=dt/ ujtD0j2
3
5 ;

u 2 C1
0 .R

1
C/;

(2.1.1)

jR .�i d=dt/ ujtD0j2 6 ƒ0

1Z

0

mX

jD1

ˇ̌
Pj .�i d=dt/ u

ˇ̌2
dt;

u 2 C1
0 .R

1
C/;

Q˛ .�i d=dt/ u jtD0 D 0 .˛ D 1; : : : ; N /

9
>>>>>=
>>>>>;

.1:10/
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are established, and the sharp constants ƒ, ƒ0 in inequalities (2.1.1), (1.10) are cal-
culated.

In what follows, we denote by H˙.�/ the polynomials of order J defined by the
relations

mX

jD1

jPj .�/j2 D HC.�/H�.�/ (2.1.2)

and H�.�/ D HC.�/, as well as the property that all roots of the polynomialHC.�/
lie in the half-plane Im � > 0 (� D �Ci� ). By…C.�/we denote the greatest common
divisor of the polynomials P1.�/; : : : ; Pm.�/ and HC.�/ with leading coefficients 1.

2.1.1 A lemma on polynomials

The main result of this subsection is the following lemma on the unique solvability of
the system of congruences and equalities (2.1.3)–(2.1.5). The solutions of this system
(the polynomials Tj .�/) are repeatedly used in this and the following chapters. In
particular, they appear in formula (2.1.58) for the sharp constant ƒ from inequality
(2.1.1).

Lemma 2.1.1. Suppose the polynomial D.�/ is such that D.�/ � 0 .mod…C.�//
and ordD.�/ 6 J � 1. Then there exist uniquely determined polynomials Tj .�/ sat-

isfying the relations Tj .�/ 6 J � 1 (j D 1; : : : ; m) and the following conditions:

T j .�/ � 0 .mod…C.�// .j D 1; : : : ; m/; (2.1.3)

D.�/H�.�/ D
mX

jD1

Pj .�/Tj .�/; (2.1.4)

Pi .�/T J .�/ � Pj .�/T i.�/ .modHC.�/…C.�// (2.1.5)

(i ¤ j , i; j D 1; : : : ; m; condition (2.1.5) is omitted for m D 1).

Proof. Consider the polynomialspj .�/, hC.�/, h�.�/, d.�/, defined by the formulas

Pj .�/ D …C.�/pj .�/; HC.�/ D …C.�/hC.�/;

h�.�/ D hC.�/; D.�/ D …C.�/d.�/ .j D 1; : : : ; m/:

Let k D ordhC.�/, and let �� be the roots of hC.�/ with multiplicities k� (� D
1; : : : ; l ; k1 C � � � C kl D k), so that hC.�/ D

lQ
�D1

.� � ��/
k� .

Due to (2.1.3)–(2.1.5), the polynomials Tj .�/ can be written in the form Tj .�/ D
…C.�/tj .�/, where tj .�/ are polynomials (ord tj .�/ 6 k � 1; j D 1; : : : ; m) that
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satisfy the conditions

d.�/h�.�/ D
mX

jD1

pj .�/tj .�/; (2.1.6)

pi .�/tj .�/ � pj .�/ti.�/ .modhC.�//: (2.1.7)

Let us show that the polynomials tj .�/ are uniquely determined by (2.1.6) and
(2.1.7).

We set h�.�/ D .� � ��/
�k�hC.�/ (� D 1; : : : ; l). From the definition of the

polynomials hC.�/ and p1.�/; : : : ; pm.�/ it follows that they are relatively prime.
Hence for each value of � D 1; : : : ; l we can select an index a D a.�/, 1 6 a.�/ 6

m, such that pa.��/ ¤ 0. Then (2.1.7) yields

�
pa

� Ntj
h�

� Ntapi
pah�

��.s/ ˇ̌
ˇ̌
�D��

D 0;

�
tj

h�

�.s/ ˇ̌
ˇ̌
�D��

D
sX


D0

C 
s

� Nta
pah�

�.
/ ˇ̌
ˇ̌
�D��

p
.s�
/
j .��/

.s D 0; : : : ; k� � 1I � D 1; : : : ; l I j D 1; : : : ; m/:

According to the Lagrange–Sylvester interpolation theorem we have

Ntj .�/ D hC.�/

lX

�D1

k��1X

sD0

1

sŠ

� Ntj
h�

�.s/ ˇ̌
ˇ̌
�D��

1

.� � ��/k��s
;

and, consequently, condition (2.1.6) takes on the form

d.�/ D
lX

�D1

k��1X

sD0

sX


D0

mX

jD1

Nc�

.s � 
/Š

Np.s�
/j . N��/ pj .�/

.� � ��/k���s
;

where c�
 D
�
1


Š

ta

pah�

�.
/ ˇ̌
ˇ̌
tD��

(� D 1; : : : ; l ; 
 D 0; : : : ; k� � 1). Setting � D
s � 
 and

l�
 .�/ D
mX

jD1

pj .�/

.� � N��/k��


k��1�
X

�D0

Np.�/j . N��/.� � N��/�
�Š

; (2.1.8)

we get the equality

d.�/ D
mX

�D1

k��1X


D0

Nc�
 l�
 .�/: (2.1.9)
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We claim that

mX

jD1

pj .�/

k��1�
X

�D0

1

�Š
Np.�/j . N��/.� � N��/� � 0 .mod .� � ��/

k��
 /: (2.1.10)

Indeed, it is obvious that

Npj .�/ D
k��1�
X

�D0

1

�Š
Np.�/j .��/.� � ��/� C .� � ��/

k��
qj .�/; (2.1.11)

where � D 1; : : : ; l , 
 D 0; : : : ; k� � 1, j D 1; : : : ; m, and qj .�/ is a polynomial of
� . On the other hand, we have

mX

jD1

jpj .�/j2 D hC.�/h�.�/ � 0 .mod .� � ��/
k� / .� D 1; : : : ; l/: (2.1.12)

Thus, (2.1.11) and (2.1.12) immediately imply (2.1.10).
In view of the congruence (2.1.10) and the equality (2.1.8), we conclude that

l�
 .�/ are polynomials of � of degree less than or equal to k � 1. The same is true

for the polynomial d.�/. Therefore, if we prove that the k � k matrix fl .�/�
 .��/g
(whose rows and colums are labeled by the indices �, 
 and %, � , respectively; �; % D
0; : : : ; l ; 
 D 
.�/ D 0; : : : ; k� � 1; � D �.%/ D 0; : : : ; k% � 1) is regular, then
the constants c�
 , as well as the polynomials tj .�/, are uniquely determined by the
relation (2.1.9).

To prove the regularity of the matrix fl .�/�
 .��/g, we consider the Gram matrix of
the system of k vector functions

˚
p1 .�i d=dt/

�
.i t/� exp.i �%t/

�
; : : : ; pm .�i d=dt/

�
.i t/� exp.i �%t/

�	
; (2.1.13)

where % D 1; : : : ; l and � D 0; : : : ; k% � 1. Based on (2.1.8) one can easily verify
that the entry

mX

jD1

1Z

0

pj .�i d=dt/
�
.i t/� exp.i �%t/

�
pj .�i d=dt/

�
.i t/k��1�
 exp.i �%t/

�

D i

k��1�
X

gD0

�X

hD0

.�1/��h.k� � 
 � 1C � � g � h/ŠC
g

k��1�

C h�

.�% � N��/k��
C��g�h

�
mX

jD1

p
.h/
j .�%/ Np.g/j . N��/

of this matrix is equal to i .k� � 
 � 1/Šfl .�/�
 .�%/g. Hence the nondegeneracy of the

matrix fl .�/�
 .�%/g is equivalent to the linear independence of vector functions (2.1.13).
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Let us established their linear independence. By contradiction, suppose that there
exist constants '%� such that not all '%� equal zero and

lX

%D1

k%�1X

�D0

'%�pj .�i d=dt/
�
.i t/� exp.i �%t/

� D 0 .j D 1; : : : ; mI t > 0/;

or, equivalently,

lX

%D1

k%�1X

�D0

�X

hD0

C h� '%�p
.h/
j .�%/.i t/

��h exp.i �%t/ D 0:

This last condition is equivalent to the system of equations

k%�1X

�D0

�X

h1D0

C h1
� '%�p

.��h1/
j .�%/.i t/

h1 D 0 .j D 1; : : : ; mI t > 0/;

which can also be written as

k%�1X

h1D0

k%�1X

�Dh1

C h1
� '%�p

.��h1/
j .�%/.i t/

h1 D 0 .j D 1; : : : ; mI t > 0/: (2.1.14)

It is clear that equalities (2.1.14) holds true if and only if

k%�1X

�Dh1

C h1
� '%�p

.��h1/
j .�%/ D 0

.j D 1; : : : ; mI % D 1; : : : ; l I h1 D 0; : : : ; k% � 1/:

(2.1.15)

Because of the triangular structure of system (2.1.15) for each fixed j , we can see
that if for some % (1 6 % 6 l) and for all j D 1; : : : ; m we have pj .�%/ ¤ 0, then
'%0 D � � � D '%;k%�1 D 0. Since not all of '%� equal zero, we see that for some %0
(1 6 %0 6 l), we have pj .�%0

/ D 0 (j D 1; : : : ; N ), which contradicts the definition
of the polynomials pj .�/. �

Remark 2.1.2. We consider a factorization …C.�/ D …0.�/…1.�/, where …0.�/ is
a polynomial with real roots and …1.�/ a polynomial with non-real roots, and the
leading coefficients of these polynomials equal 1. We set

D.�/ D D.�/=…1.�/; Pj .�/ D Pj .�/=…1.�/; HC.�/ D HC.�/=…1.�/;

H�.�/ D H C.�/; H�.�/ D HC.�/.� � ��/�k� ; Tj .�/ D Tj .�/=…1.�/;
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and assume that

L�
 .�/ D
mX

jD1

Pj .�/

.� � N��/k��


k��1�
X

�D0

NP
.�/
j . N��/.� � N��/�

�Š

.� D 1; : : : ; l I 
 D 1; : : : ; k� � 1/:

(2.1.16)

We will prove the following assertions:

1. For each � D 1; : : : ; l there exists an index a D a.�/, 1 6 a.�/ 6 m, such

that Pa.��/ ¤ 0.

2. The system of equations

D
.�/.�%/ D

lX

�D1

k��1X


D0

L.�/�
 .�%/
Nd�
 .% D 1; : : : ; l I � D 0; : : : ; k%�1/

(2.1.17)
has the uniquely determined solution

d0�
 D 1


Š

 
T a

PaH�

!.
/ ˇ̌
ˇ̌
�D��

: (2.1.18)

First, we note that the roots of hC.�/ are not real. Indeed, assuming that �0 is a
real root of HC.�/ with multiplicity k0, (2.1.2) yields the congruence

Pj .�/ � 0 .mod .� � �0/
k0/ .j D 1; : : : ; m/:

Hence .� � �0/
k0 is a divisor of …C (and also of …0), but is not a divisor of hC.

On the other hand, the polynomialspj and hC are relatively prime, Pj D pj…0,
and the roots of …0 are real. Hence the polynomials Pj and hC are also relatively
prime. This implies assertion 1.

Using this statement and differentiating the right-hand side of (2.1.16), we find
that the determinant of (2.1.17) is not zero.

Now let us prove (2.1.18). From (2.1.4) and the definition of the polynomials D ,
Tj , Pj and H� it follows that

D.�/H�.�/ D
mX

jD1

Pj .�/Tj .�/: (2.1.19)

In addition, we have Tj =H� D tj =h� and Tj =H � D tj = Nh� , and hence

Tj .�/ D H�.�/

lX

�D1

k��1X

sD0

1

sŠ

 
T j

H�

!.s/ ˇ̌
ˇ̌
�D��

.� � ��/s�k� :
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Since PiT j � PjT i .modhC/, we have also the relation

�
Tj

H�

�.s/ ˇ̌
ˇ̌
�D��

D
 

PjT a

PaH�

!.s/ ˇ̌
ˇ̌
�D��

D
sX


D0

C 
s

 
T a

PaH�

!.
/ ˇ̌
ˇ̌
�D��

P
.s�
/
j .��/:

Substituting these relations into the right-hand side of (2.1.19), we obtain

D.�/ D
lX

�D1

k��1X


D0

1


Š

 
T a

PaH�

!.
/ ˇ̌
ˇ̌
�D��

L�
 .�/;

where L�
 .�/ denote the polynomials (1.1.16). Thus, (2.1.18) follows from the
uniqueness of the solution of (2.1.17).

Remark 2.1.3. Suppose that Pj .�/ D P.�/ (j D 1; : : : ; m). Consider a factorization
P.�/ D PC.�/P�.�/, where the roots of PC coincide (including multiplicity) with
the roots of P in the half-plane Im � > 0 (� D � C i � ). In this case we have

Tj D m�1=2DPC=PC .j D 1; : : : ; m/: (2.1.20)

Indeed, under these assumptionsHC D m1=2PCP� andH� D m1=2PCP�. Let
p0 be the leading coefficient of P�. Then we obviously have the relations …C D
m1=2 Np0PC, hC D P�= Np0, h� D P�=p0, pj D m�1=2P�= Np0. Therefore, equation
(1.1.6) can be written as

d.�/ D m�1=2p0

mX

jD1

tj .�/= Np0;

and congruence (1.1.7) as

P�.Ntj � Nti / � 0 .modP�/:

Since P� and P� are relatively prime, the last formula implies the congruence

Ntj � Nti � 0 .modP�/:

However, we have ordP�.�/ D k and ord tj .�/ 6 k � 1. Hence, ti D tj (i; j D
1; : : : ; m), which yields tj D m�1=2 Np0d=p0.

Finally, since Tj D tj…C and d D D=…C, we get (2.1.20) for the polynomials
Tj .

Remark 2.1.4. Let m D 2, and let the polynomials P1 and P2 be relatively prime.
Then, T1 and T2 are completely determined by the equation

D.�/H�.�/ D P1.�/T1.�/C P2.�/T2.�/: (2.1.21)

In particular, if P1.�/ D P.�/ and P2.�/ D 1, then T1 and T2 are the quotient and
the remainder of the division of DH� by P .
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Indeed, in the case under consideration, condition (2.1.4) has the form (2.1.21).
Therefore, it suffices to show that (2.1.5) follows from (2.1.21).

By virtue of (2.1.21),

P 1T 1 C P 2T 2 � 0 .modHC/;

and consequently
jP1j2T 1 C P 2P1T 2 � 0 .modHC/:

Using the equality jP1j2 C jP2j2 D HCH� one can verify that

P 2
�
P1T 2 � P2T 1

� � 0 .modHC/:

If P 2 and HC have no common roots, then our assertion is proved.
Now let � be a common root of P 2 and HC. From the definition of HC and the

fact that P1 and P2 are relatively prime, it follows that P 1.�/ ¤ 0 and P1.�/ ¤ 0.
Since P 1T 1 C P 2T 2 � 0 .modHC/, we get T 1.�/ D 0. But then P1.�/T 2.�/ �
P2.�/T 1.�/ D 0. The proof is complete.

Remark 2.1.5. For polynomialsD, Tj satisfying the hypothesis of Lemma 2.1.1, we
have

jD.�/j2 6

mX

jD1

jTj .�/j2: (2.1.22)

Indeed, we have jDH�j2 D
ˇ̌
ˇ̌
ˇ
mP
jD1

PjTj

ˇ̌
ˇ̌
ˇ

2

6
mP
jD1

jPj j2
mP
iD1

jTi j2. It remains to

note that jH�j2 D
mP
jD1

jPj j2.

2.1.2 A variational problem in finite-dimensional space

As already shown in Subsection 2.0.2, the estimate (2.0.12) is equivalent to inequal-
ity (2.0.15). A similar statement for the estimate (2.1.1) will be proved in Subsec-
tion 2.1.3: we will see that (2.1.1) is equivalent to (2.1.43). In this subsection we
consider a variational problem equivalent to (2.1.43), give necessary and sufficient
conditions for the boundedness of the function (1.1.23), and calculate its supremum.

Let .�; �/� and .�; �/� be the scalar products in the spaces C� and C�, respectively,

and let f�; �g denote the scalar product in C
� � C

�. Elements z 2 C
� � C

� will be
written in the form z D .xI y/, x 2 C�, y 2 C�.

We consider a nonnegative��� matrix B in the space C�, and denote by X the
orthogonal complement in C

� of the subspace kerB. Let B1=2 be the nonnegative
square root of B.

Let a; c˛ 2 C
�, b; d˛ 2 C

� (˛ D 1; : : : ; N ) and .aI b/ ¤ 0. We consider the
function

ˆ.z/ D j.a; x/� C .b; y/�j2
.Bx; x/� CPN

˛D1 j.c˛; x/� C .d˛; y/�j2
; (2.1.23)
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and set
ƒ D sup

z2C��C�

ˆ.z/: (2.1.24)

It is evident thatƒ > 0.
The proof of Lemma 2.1.6, formulated below, will be essentially based on the

following result from the theory of nonnegative quadratic forms.
Let K1 and K2 be nonnegative .�C �/ � .�C �/ matrices. The ratio fK1z; zg=

fK2z; zg of their quadratic forms is bounded in C
��C

� if and only if kerK2 � kerK1.

If this condition is satisfied, there exists an extremal element z0 2 C
� � C

� such that

fK1z0; z0g
fK2z0; z0g D sup

z2C��C�

fK1z; zg
fK2z; zg :

Lemma 2.1.6. The function ˆ.z/ defined by (2.1.23) is bounded in C
� � C

� if and

only if there exist constants ˇ˛ (˛ D 1; : : : ; N ) such that

NX

˛D1

ˇ˛d˛ D b (2.1.25)

and the equation

Bx D a �
NX

˛D1

ˇ˛c˛ (2.1.26)

is solvable.

If these conditions are satisfied and x0 is an arbitrary solution of (2.1.26), then

.Bx0; x0/� D sup
x2C�

ˇ̌
ˇ̌
�

a �PN
˛D1 ˇ˛c˛; x

�
�

ˇ̌
ˇ̌
2

.Bx; x/�
; (2.1.27)

and for the constantƒ defined by (2.1.24) it holds that

ƒ D inf
fˇ˛g

"
.Bx0; x0/� C

NX

˛D1

jˇ˛j2
#
: (2.1.28)

Here the infimum is taken over all ˇ˛ satisfying the conditions of the lemma.

Proof. Denote by fK1z; zg and fK2z; zg the numerator and the denominator of the

right-hand side of (2.1.23). We set a D a.1/Ca.2/, c˛ D c
.1/
˛ Cc

.2/
˛ , where a.1/; c

.1/
˛ 2

kerB and a.2/; c
.2/
˛ 2 X (˛ D 1; : : : ; N ).

Necessity. Let ƒ < 1. If z D .x; y/ 2 kerK2, i.e., if x 2 kerB and .c
.1/
˛ ; x/� C

.d˛; y/� D 0 (˛ D 1; : : : ; N ), then z 2 kerK1 and .a
.1/
˛ ; x/� C .b; y/� D 0. Thus,
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the vector .a.1/I b/ 2 kerB � C
� belongs to the linear span of the vectors .c

.1/
˛ I d˛/.

Hence there exist constants ˇ˛ such that b D
NP
˛D1

ˇ˛d˛ and a.1/ D
NP
˛D1

ˇ˛c
.1/
˛ .

Since a.2/ �
NP
˛D1

ˇ˛c
.2/
˛ 2 X, the equation

Bx D a.2/ �
NX

˛D1

ˇ˛c.2/˛

is solvable. Then equation (2.1.26) is also solvable.

Sufficiency. Suppose that there exist constants ˇ˛ such that (1.1.25) is satisfied, and
x0 is a solution of (2.1.26). Consider an arbitrary element z D .xI y/ 2 kerK2. We
claim that z 2 kerK1. Indeed, if z 2 kerK2, then

 
NX

˛D1

ˇ˛c.1/˛ ; x

!

�

C
NX

˛D1

.ˇ˛d˛; y/� D 0;

and consequently
 

a �
NX

˛D1

ˇ˛c.2/˛ � Bx0; x

!

�

C .b; y/� D 0:

But x 2 kerB and c
.2/
˛ 2 X. Hence .a; x/� C .b; y/� D 0; that is, z 2 kerK1.

Computation of .Bx0; x0/. Let ˇ˛ be the constants satisfying (2.1.25), and let x0 be
a solution of (2.1.26). Then

ˇ̌
ˇ̌
ˇ̌

 
a �

NX

˛D1

ˇ˛c˛; x

!

�

ˇ̌
ˇ̌
ˇ̌

2

D
ˇ̌
.Bx0; x/�

ˇ̌2

6
�
B1=2x0;B

1=2x0

�
�

�
B1=2x;B1=2x

�
�

D �
Bx0; x0

�
�
.Bx; x/� :

Therefore, ˇ̌
ˇ̌
�

a �PN
˛D1 ˇ˛c˛; x

�
�

ˇ̌
ˇ̌
2

.Bx; x/�
6 .Bx0; x0/�

for all x 2 C
�.

On the other hand, we have
ˇ̌
ˇ̌
�

a �PN
˛D1 ˇ˛c˛; x0

�
�

ˇ̌
ˇ̌
2

.Bx0; x0/�
D .Bx0; x0/�:

Combining all these relations we arrive at (2.1.27).
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Computation of ƒ. Let z0 D .x0; y0/ be an extremal element of the function ˆ.z/.
In other words, let

ˆ.z0/ D fK1z0; z0g
fK2z0; z0g D ƒ:

Varying the right-hand side of (2.1.23) over all possible vectors y and x, we obtain
at the extremal point z0 the equalities

�
.a; x0/� C .b; y0/�

�
b D ƒ

NX

˛D1

�
.c˛; x0/� C .d˛; y0/�

�
d˛; (2.1.29)

�
.a; x0/� C .b; y0/�

�
a D ƒ

"
Bx0 C

NX

˛D1

�
.c˛; x0/� C .d˛; y0/�

�
c˛

#
: (2.1.30)

Since ƒ > 0, it follows that .a; x0/� C .b; y0/� ¤ 0. We set

x0 D ƒ
�
.a; x0/� C .b; y0/�

��1
x0; y0 D ƒ

�
.a; x0/� C .b; y0/�

��1
y0 (2.1.31)

and
ˇ0˛ D �

.c˛; x0/� C .d˛; y0/�
�

.˛ D 1; : : : ; N /: (2.1.32)

Equation (2.1.29) can then be written in the form b D PN
˛D1 ˇ

0
˛d˛, while equation

(2.1.30) can be recast as a D Bx0 CPN
˛D1 ˇ

0
˛c˛. Thus, the constants ˇ0˛ defined by

(2.1.32) satisfy (2.1.25), and the element x0 given by (2.1.31) is a solution of (2.1.26).
Let z0 D .x0I y0/. Since ˆ.z/ is a homogeneous function of degree zero and

z0 is an extremal element of this function, it follows from (2.1.31) that z0 is also an
extremal element, i.e.,

ƒ D ˆ.z0/ D fK1z0; z0g
fK2z0; z0g

: (2.1.33)

From (2.1.25), (2.1.26), and (2.1.32) we obtain

fK1z0; z0g D
ˇ̌
ˇ̌
ˇ.Bx0; x0/� C

NX

˛D1

ˇ0˛
�
.c˛; x0/� C .d˛; y0/�

�
ˇ̌
ˇ̌
ˇ

2

D
"
.Bx0; x0/� C

NX

˛D1

jˇ0˛j2
#2
:

On the other hand, we have

fK2z0; z0g D .Bx0; x0/� C
NX

˛D1

ˇ̌
.c˛; x0/� C .d˛; y0/�

ˇ̌2

D .Bx0; x0/� C
NX

˛D1

jˇ0˛j2:
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Substituting these expressions in (2.1.33), we get

ƒ D .Bx0; x0/� C
NX

˛D1

jˇ0˛j2;

and, consequently,

ƒ > inf
fˇ˛g

"
.Bx0; x0/� C

NX

˛D1

jˇ0˛j2
#
:

To prove the opposite inequality, we consider an arbitrary element z D .xI y/ 2
C
� � C

�, a set of constants ˇ˛ satisfying (2.1.25), and an arbitrary solution x0 of
(2.1.26). It is obvious that

ˇ̌
.a; x/� C .b; y/�

ˇ̌
6

ˇ̌
ˇ̌
ˇ̌

 
a �

NX

˛D1

ˇ˛c˛; x

!

�

ˇ̌
ˇ̌
ˇ̌C

NX

˛D1

ˇ̌
ˇˇ˛

�
.c˛; x/� C .d˛; y/�

�2ˇ̌ˇ
1=2

6

"
.B1=2x0;B

1=2x0/� C
NX

˛D1

jˇ˛j2
#1=2

�
"
.B1=2x;B1=2x/� C

NX

˛D1

j.c˛; x/� C .d˛; y/�j2
#1=2

:

The latter implies ˆ.z/ 6 .Bx0; x0/� C
NP
˛D1

jˇ˛j2 and

ƒ 6 inf
fˇ˛g

"
.Bx0; x0/� C

NX

˛D1

jˇ˛j2
#
:

The proof is complete. �

2.1.3 Reduction of the estimate for ordinary differential operators on

the semi-axis to a variational problem in a finite-dimensional

space

The main result of this section is Lemma 2.1.9, which establishes the equivalence of
inequalities (2.1.1) and (2.1.43). The proof is based on a special decompositions of
elements u 2 C1

0 .R
1
C/ (Lemma 2.1.7) and on the approximation of solutions of the

equationHC .�i d=dt/ z D 0 by elements u 2 C1
0 .R

1
C/ (Lemma 2.1.8).

We define the dimensions �, �, the matrix B, and the vectors a, b, c˛, d˛ that
appear in (2.1.43). Let the polynomials Pj , pj , HC, H�, …C, …1, …0 and hC be
defined as in Subsection 2.1.1. We set HC.�/ D hC.�/…1.�/, and we define

� D ordHC.�/; � D J � � D ord…0.�/: (2.1.34)
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The roots of the polynomial HC.�/ will be denoted (as will the roots of hC.�/)
by �% (% D 1; : : : ; l1 > l), and their multiplicities will be denoted by ~% (~% > k%,
% D 1; : : : ; l ; ~1 C ~2 C � � � C ~l C � � � C ~l1 D �). The roots of the polynomial
…0.�/ and their multiplicities will be denoted by �ı and gı , respectively. (Here
ı D 1; : : : ; l2; g1 C � � � C gl2 WD �).

Consider the���matrix B D fP%��
 .�%; ��/g. Its rows and columns are labeled
by the indices %, � D �.%/ and �, 
 D 
.�/, respectively, where %; � D 1; : : : ; l1;
�.%/ D 0; : : : ; ~% � 1, and 
.�/ D 0; : : : ; ~� � 1. The entries of this matrix are
defined by the formula

P%��
 .�%; ��/ D i


X

gD0

�X

hD0

.�1/��hC
g

 C

h
� .
 � g C � � h/Š

.�% � N��/
�gC��hC1

�
mX

jD1

P
.h/
j .�%/P

.g/

j . N��/:
(2.1.35)

The matrix B is nonnegative, since for any x D . Nx%�/ 2 C
� we have the easily

verified identity

.Bx; x/� D
mX

jD1

1Z

0

ˇ̌
ˇ̌
ˇ̌
l1X

%D1

~%�1X

�D0

x%�

�X

hD0

C h� P
.h/
j .�%/.i t/

��h exp.i �%t/

ˇ̌
ˇ̌
ˇ̌

2

dt: (2.1.36)

Finally, we associate to the polynomialsR.�/ andQ˛.�/ the vectors

a D .R.�/.�%//; c˛ D .Q.�/
˛ .�%// 2 C

�; b D .R.ˇ/.�ı//;

d˛ D .Q.ˇ/
˛ .�ı// 2 C

�

�
% D 1; : : : ; l1I � D 0; : : : ; ~% � 1I ı D 1; : : : ; l2I

ˇ D 0; : : : ; gı � 1I ˛ D 1; : : : ; N /

9
>>>>=
>>>>;
: (2.1.37)

We will assume in the following that the polynomial R.�/ is not identically zero,
so that .aI b/ ¤ 0.

Lemma 2.1.7. Any function u 2 C1
0 .R

1
C/ has a unique representation

u.t/ D x.t/C y.t/C v.t/; (2.1.38)

where x.t/ and y.t/ are solutions of the equations HC .�i d=dt/ x D 0 and

…0 .�i d=dt/ y D 0, respectively, and v.t/ is an infinitely differentiable function

such that v.p/.0/ D 0, p D 0; : : : ; J � 1.
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Proof. Define the functions x.t/, y.t/ by

x.t/ D
l1X

%D1

~%�1X

�D0

x%�f%� .t/; f%� .t/ D .i t/� exp.i �%t/; (2.1.39)

y.t/ D
l2X

ıD1

gı�1X

ˇD0

yıˇhıˇ .t/; hıˇ .t/ D .i t/ˇ exp.i �ı t/; (2.1.40)

where x D . Nx%� / 2 C� and y D . Nyıˇ / 2 C�.
The representation (2.1.38) is obtained as follows. First, we find the constants

x%� , yıˇ by solving the system

l1X

%D1

~%�1X

�D0

f .p/%� .0/x%� C
l2X

ıD1

gı�1X

ˇD0

h
.p/

ıˇ
.0/yıˇ D u.p/.0/ .p D 0; : : : ; J � 1/:

It is obvious that the determinant of this system (the value of the Wronskian of the
linearly independent functions Œf%� .t/; hıˇ .t/� at t D 0) is not zero.

Setting v.t/ D u.t/ � x.t/� y.t/, we obtain an infinitely differentiable function
which satisfies the conditions v.p/.0/ D 0, p D 0; : : : ; J � 1. �

Lemma 2.1.8.1 For an arbitrary solution z.t/ of the equation

HC .�i d=dt/ z D 0

there exists a sequence zs 2 C1
0 .R

1
C/ such that

R .�i d=dt/ .zs � z/jtD0 D 0; Q˛ .�i d=dt/ .zs � z/jtD0 D 0

.˛ D 1; : : : ; N I s D 1; 2; 3; : : : /
(2.1.41)

and

lim
s!1

mX

jD1

1Z

0

ˇ̌
Pj .�i d=dt/ .zs � z/

ˇ̌2
dt D 0: (2.1.42)

Proof. We represent z.t/ as z.t/ D x.t/ C y.t/, where x.t/ and y.t/ are given by
(2.1.39) and (2.1.40), respectively.

Consider a cut-off function �.t/ 2 C1
0 .R

1
C/ such that �.t/ D 1 if 0 6 t 6 1

and �.t/ D 0 if 2 6 t < 1. Set zs.t/ D z.t/�.t=s/ (s D 1; 2; : : : ). Clearly,
zs 2 C1

0 .R
1
C/.

The definition of � immediately yields (2.1.41). To prove (2.1.42), we fix the

indices j , ı, ˇ. In view of (2.1.40), we have P
.!/
j .�i d=dt/ hıˇ D 0, if ! < gı . In

the case ! > gı , we use the obvious estimate

ˇ̌
ˇP .!/j .�i d=dt/ .hıˇ .t// .�i d=dt/! .�.t=s//

ˇ̌
ˇ 6

csˇ�JC!

s!
D csˇ�J ;

1cf. Lemma 1.1.7, Chapter 1.
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where C > 0 is a constant, and obtain

1Z

0

ˇ̌
Pj .�i d=dt/ .hıˇ .t/� hıˇ .t/�.t=s//

ˇ̌2
dt 6 cs1C2.ˇ�J/:

The last inequality evidently implies (2.1.42). �

Lemma 2.1.9. The estimate (2.1.1) holds with someƒ < 1 if and only if

ˇ̌
.a; x/� C .b; y/�

ˇ̌2
6 ƒ

"
.Bx; x/� C

NX

˛D1

ˇ̌
.c˛; x/� C .d˛; y/�

ˇ̌2
#
; (2.1.43)

for all vectors .x; y/ 2 C
��C

�. Here the dimensions � and �, the vectors .aI b/ and

.c˛I d˛/, and the matrix B are defined by (2.1.34), (2.1.37) and (2.1.35), respectively.

Proof. Suppose that (2.1.43) holds for all .x; y/ 2 C� � C�. Consider an arbitrary
function u 2 C1

0 .R
1
C/, and write it in the form (2.1.38), where x.t/, y.t/ are given

by (2.1.39) and (2.1.40), respectively.
From (2.1.37)–(2.1.40) it follows that

R .�i d=dt/ ujtD0 D .a; x/� C .b; y/�;

Q˛ .�i d=dt/ ujtD0 D .c˛; x/� C .d˛; y/�;

Pj .�i d=dt/ u D Pj .�i d=dt/ v C
l1X

%D1

~%�1X

�D0

x%�

�X

hD0

C h� P
.h/
j .�%/.i t/

��h exp.i �%t/:

Since

mX

jD1

1Z

0

Pj .�i d=dt/ vPj .�i d=dt/ Œ.i t/� exp.i�%t/�dt

D
1Z

0

v.t/

mX

jD1

jPj j2 .�i d=dt/ Œ.i t/� exp.i �%t/�dt D 0

.% D 1; : : : ; l1I � D 0; : : : ; ~% � 1/;

the inequality (2.1.1) can be written in the form

ˇ̌
.a; x/� C .b; y/�

ˇ̌2
6 ƒ

" 1Z

0

mX

jD1

ˇ̌
Pj .�i d=dt/ v

ˇ̌2
dt

C .Bx; x/� C
NX

˛D1

ˇ̌
.c˛; x/� C .d˛; y/�

ˇ̌2
#
:

(2.1.44)

It is evident that (2.1.43) implies (2.1.44).
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Conversely, suppose that for someƒ < 1 the inequality (2.1.1) holds true for all
u 2 C1

0 .R
1
C/. Consider an arbitrary vector .x; y/ 2 C

��C
�. Following (2.1.39) and

(2.1.40), construct a solution z.t/ D x.t/C y.t/ of the equation HC .�i d=dt/ z D
0. Using Lemma 2.1.8, approximate this solution by a sequence zs 2 C1

0 .R
1
C/.

Substituting zs in (2.1.1) and passing to the limits as s ! 1 we find that for the
givenƒ the vector .x; y/ satisfies (2.1.43). �

2.1.4 Two properties of the matrix B

In this subsection we study the properties of the operator B W C
� ! C

�, where
B is the matrix defined by (2.1.35). Lemma 2.1.10 provides a description of the
kernel of B. A criterion for a vector (2.1.45) to lie in the range of the operator B
is given in Lemma 2.1.11. The proof of Lemma 2.1.11 is based on Lemma 2.1.10.
Lemma 2.1.11 will be used in Subsection 2.1.5.

Lemma 2.1.10. Let …1.�/ be the polynomial defined in Remark 2.1.2, and let B be

the matrix (2.1.35). The function x.t/ given by (2.1.39) is a solution of the equation

…1 .�i d=dt/ x D 0 if and only if x D .x%�/ 2 kerB.

Proof. Suppose that …1 .�i d=dt/ x D 0, where x.t/ is the function (2.1.39). Then
the equations Pj .�i d=dt/ x D 0 (j D 1; : : : ; m) follow from the definition of …1.

Taking into account (2.1.36), we obtain .Bx; x/� D 0, B1=2x D 0 and x 2 kerB.
Conversely, if x 2 kerB, then .Bx; x/� D 0, and, in accordance with (2.1.36), we
have Pj .�i d=dt/ x D 0 (j D 1; : : : ; m), where x.t/ is the function defined by
(2.1.39). Therefore,

…0 .�i d=dt/ Pj .�i d=dt/…1 .�i d=dt/ x.t/ D 0 .j D 1; : : : ; m/;

where …0, Pj , …1 are the polynomials introduced in Subsection 2.1.1. We set ' D
…1 .�i d=dt/ x.t/. In view of

HC .�i d=dt/ x.t/ D hC .�i d=dt/…1 .�i d=dt/ x.t/ D 0;

we get '.t/ D
lP

%D1

k%�1P
�D0

'%� .i t/
� exp.i �%t/ with '%� D const. Since Im �% > 0 (% D

1; : : : ; l) and the roots of the polynomial…0.�/ are real, we havePj .�i d=dt/ '.t/ D
0 (j D 1; : : : ; m). Thanks to the linear independence of the system (2.1.13), '%� D 0
for all the coefficients (see the proof of Lemma 2.1.1). Hence …1 .�i d=dt/ x.t/ D
0. �

Lemma 2.1.11. Let D.�/ be a not identically vanishing polynomial such that

ordD.�/ 6 J � 1, let

g D .D.�/.�%// 2 C
� .% D 1; : : : ; l1I � D 0; : : : ; ~% � 1/; (2.1.45)

and let B be the matrix (2.1.35). Then the equation

Bx D g (2.1.46)
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is solvable if and only if

D.�/ � 0 .mod…1.�//: (2.1.47)

Proof. Equation (2.1.46) is solvable if and only if .g; x/� D 0 for all x 2 kerB. Let
x.t/ be the function (2.1.39), and let x D . Nx%� /. Then

.g; x/� D
l1X

%D1

~%�1X

�D0

D.�/.�%/x%� D D .�i d=dt/ xjtD0 :

Applying Lemma 2.1.10, we see that Eq. (2.1.46) is solvable if and only if each
solution x.t/ of the equation …1 .�i d=dt/ x.t/ D 0 satisfies the condition
D .�i d=dt/ xjtD0 D 0. This last condition is equivalent to the statement that

D.~/.�/ D 0 (~ D 0; : : : ; 
 � 1) for every root of multiplicity 
 of the polynomial
…1.�/. Hence D.�/ satisfies (2.1.47). �

2.1.5 An estimate without boundary operators in the right-hand side

In this subsection we study a special case of inequality (2.1.1), that is, the estimate

jD .�i d=dt/ ujtD0j2 6 ƒ

1Z

0

mX

jD1

ˇ̌
Pj .�i d=dt/ u

ˇ̌2
dt; (2.1.48)

where D.�/ is a not identically vanishing polynomial such that ordD.�/ 6 J � 1.
We also study the equivalent estimate (2.1.52). The results obtained here will be used
in Subsection 2.1.6 to prove a criterion for the validity of the estimate (2.1.1).

Lemma 2.1.12. Let D.�/ be a not identically vanishing polynomial such that

ordD.�/ 6 J � 1, let g 2 C
� be the vector (2.1.45), let

e D .D.ˇ/.�ı// 2 C
� .ı D 1; : : : ; l2I ˇ D 0; : : : ; gı � 1/; (2.1.49)

and let B be the matrix (2.1.35). Inequality (2.1.48) holds true with some ƒ < 1
for all u 2 C1

0 .R
1
C/ if and only if e D 0 and equation (2.1.46) is solvable. The sharp

constantƒ in (2.1.48) is given by

ƒ D .Bx0; x0/�; (2.1.50)

where x0 is an arbitrary solution of (2.1.46).

This lemma is a direct consequence of Lemmas 2.1.6 and 2.1.9.

Remark 2.1.13. Lemma 2.1.11 implies that (2.1.47) is a necessary condition for the
validity of the estimate (2.1.48) for all u 2 C1

0 .R
1
C/. In what follows we assume that

(2.1.47) is satisfied.
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Lemma 2.1.14.2 For any function ' 2 C1
0 .R

1
C/ there exists a solution u 2 C1

0 .R
1
C/

of the equation…1 .�i d=dt/ u D '.

Proof. Let ~ D � � k D ord…1.�/, let u1.�/; : : : ; u~.�/ be a system of linearly
independent solutions of the equation …1 .�i d=dt/ u D 0, and let W.u1; : : : ; u~/
be the Wronskian of this system. Let W%.u1; : : : ; u~/ be the determinant obtained
from W.u1; : : : ; u~/ when the %-th column (1 6 % 6 ~) is replaced by the vector
.0; : : : ; 0; 1/. Then the function

u.t/ D �
~X

%D1

u%.t/

C1Z

t

W%.u1; : : : ; u~/.�/

W.u1; : : : ; u~/.�/
'.�/d�

is a solution of the equation…1 .�i d=dt/ u D ' in the space C1
0 .R

1
C/. �

We set

D.�/ D D.�/

…1.�/
; Pj .�/ D Pj .�/

…1.�/
.j D 1; : : : ; m/: (2.1.51)

By Remark 2.1.13, D.�/ is a polynomial in � . Observe that Lemma 2.1.14 and
equalities (2.1.51) imply the following statement:

Lemma 2.1.15. Inequality (2.1.48) holds with some ƒ < 1 for all u 2 C1
0 .R

1
C/ if

and only if the inequality

jD .�i d=dt/ 'jtD0j2 6 ƒ

1Z

0

mX

jD1

ˇ̌
Pj .�i d=dt/ '

ˇ̌2
dt (2.1.52)

holds for all ' 2 C1
0 .R

1
C/.

We associate with the polynomials D and Pj the vectors

d D .D .�/.�%// 2 C
k; s D .D .ˇ/.�ı// 2 C

� (2.1.53)

and the positive definite k � k matrix P D fP%��
 .�%; ��/g, where

P%��
 .�%; ��/ D i


X

gD0

�X

hD0

.�1/��hC
g

 C

h
� .
 � g C � � h/Š

.�% � N��/
�gC��hC1

�
mX

jD1

P
.h/
j .�%/P

.g/

j . N��/;
(2.1.54)

and �% are the roots of the polynomial hC.�/ (%; � D 1; : : : ; l ; � D 0; : : : ; k% � 1,

 D 0; : : : ; k� � 1, ı D 1; : : : ; l2; ˇ D 0; : : : ; gı � 1).

Replacing in the formulation of Lemma 2.1.12 �, D, Pj , g, e, B, and x by k, D ,
Pj , d, s, P , and ', respectively, we obtain the following assertion:

2cf. Lemma 1.1.1, Chapter 1.
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Lemma 2.1.16. Inequality (2.1.52) holds with some ƒ < 1 for all ' 2 C1
0 .R

1
C/ if

and only if s D 0, where s is the vector in (2.1.53).

The sharp constantƒ in (2.1.52) is given by

ƒ D .P'0;'0/k; (2.1.55)

where '0 2 C
k is the (unique) solution of the equation

P' D d: (2.1.56)

Here the vector d and the matrix P are given by (2.1.53) and (2.1.54), respectively.

2.1.6 Necessary and sufficient conditions for the validity of inequality

(2.1.1)

Now we turn to the proof of the fundamental result of this section.

Theorem 2.1.17. The estimate (2.1.1) holds with some ƒ < 1 if and only if there

exist constants ˇ˛ such that

D.�/
defD R.�/�

NX

˛D1

ˇ˛Q˛.�/ � 0 .mod…C.�//: (2.1.57)

The sharp constantƒ in (2.1.1) is given by

ƒ D inf
fˇ˛g

8
<
:
1

2�

1Z

�1

Pm
jD1 jTj .�/j2Pm
jD1 jPj .�/j2

d� C
NX

˛D1

jˇ˛j2
9
=
; ; (2.1.58)

where the polynomials Tj .�/ with ordTj .�/ 6 J � 1, j D 1; : : : ; m, satisfy condi-

tions (2.1.3)–(2.1.5), and the infimum is taken over all fˇ˛g entering in (1.1.57).

Proof. Necessity. Suppose that (2.1.1) holds with someƒ < 1 for all u 2 C1
0 .R

1
C/.

We consider the matrix (2.1.35) and the vectors (2.1.37). By Lemma 2.1.9, the func-
tion ˆ.z/ defined by (2.1.23) is bounded in C� � C�. Then by Lemma 2.1.6 there
exist constants ˇ˛ satisfying (2.1.25) such that (2.1.26) is solvable. Consider the

polynomial D.�/ D R.�/ � PN
˛D1 ˇ˛Q˛.�/. Let g and e be the vectors defined

by (2.1.45) and (2.1.49), respectively. Then, (2.1.26) coincides with (2.1.46). This
means that identity (2.1.47) holds true in accordance with Lemma 2.1.11. On the
other hand, condition (2.1.25) implies that e D 0, and so

D.�/ � 0 .mod…0.�//: (2.1.59)

The identities (1.1.47), (1.1.50) are equivalent to (2.1.57).
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Sufficiency. Let ˇ˛ be a collection of constants satisfying (2.1.57). Then we have
(2.1.47) and (2.1.59). From (2.1.59) it follows that e D 0, that is, the constants ˇ˛
satisfy (2.1.25). According to Lemma 2.1.11, identity (2.1.47) ensures the solvability
of (2.1.45), which in turn is equivalent to the solvability of (2.1.26).

Using Lemma 2.1.6, we deduce from these conditions the boundedness of the
function ˆ.z/ defined by (2.1.23). Hence, by Lemma 2.1.9, the estimate (2.1.1) is
true with some ƒ < 1 for all u 2 C1

0 .R
1
C/.

Computation of ƒ. By Lemmas 2.1.9 and 2.1.6, the sharp constant in (2.1.1) can
be calculated by the recipe (2.1.28). The first term .Bx0; x0/� on the right-hand
side of (2.1.28) equals the sharp constant in (2.1.48) according to Lemma 2.1.12.
By Lemma 2.1.15, this constant is equal to the sharp constant in (2.1.52). Using
Lemma 2.1.16, we obtain

.Bx0; x0/� D .P'0;'0/k;

where '0 D .'0�
 / is the solution of (2.1.56). Let us calculate .P'0;'0/k . We
rewrite equation (2.1.56) in the form

D
� .�%/ D

lX

�D1

k��1X


D0

P%��
 .�%; ��/'0�


D
lX

�D1

k��1X


D0

P%��k� �1�
.�%; �k� �1�
/'
0
�k��1�


:

Differentiating the right-hand side of (2.1.16), we get

i .k� � 1 � 
/ŠB.�/
�
 .�%/ D P%��k� �1�
.�%; �k��1�
/:

Since each of the equations (2.1.17) and (2.1.56) has a unique solution, the application
of (1.1.18) yields the relation

'0�
 D id0�k� �1�



Š
D i


Š.k� � 1 � 
/Š

 
T a

PaH�

!.k� �1�
/ ˇ̌
ˇ̌
�D��

;

which in conjunction with the equations D .
/.��/ D
mP
jD1

�
PjTj

H�

�.
/ ˇ̌
ˇ̌
�D��

, which
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follow from (2.1.19), yields

.Bx0; x0/� D .P'0;'0/k D .d;'0/k

D i

lX

�D1

k��1X


D0

0
@

mX

jD1

PjTj

H�

1
A
.
/ ˇ̌
ˇ̌
�D��

1


Š.k� � 1 � 
/Š

 
T a

PaH�

!.k��1�
/ ˇ̌
ˇ̌
�D��

D i

lX

�D1

1

.k� � 1/Š
mX

jD1

 
Tj

H�

PjT a

PaH�

!.k��1/ ˇ̌
ˇ̌
�D��

D i

mX

jD1

lX

�D1

1

.k� � 1/Š
k��1X


D0

C



k��1

�
Tj

H�

�.k��1�
/ ˇ̌
ˇ̌
�D��

 
PjT a

PaH�

!.
/ ˇ̌
ˇ̌
�D��

:

As was shown in Remark 2.1.2, we have

 
PjT a

PaH�

!.
/ ˇ̌
ˇ̌
�D��

D
 

Tj

H�

!.
/ ˇ̌
ˇ̌
�D��

; � D 1; : : : ; l I 
 D 0; : : : ; k� � 1:

Therefore

.Bx0; x0/� D i

mX

jD1

lX

�D1

1

.k� � 1/Š

 
TjT j

H�H�

!.k��1/ ˇ̌
ˇ̌
�D��

:

Therefore, by the residue theorem,

.Bx0; x0/� D 1

2�

1Z

�1

Pm
jD1 jTj .�/j2Pm
jD1 jPj .�/j2

d� D 1

2�

1Z

�1

Pm
jD1 jTj .�/j2Pm
jD1 jPj .�/j2

d�: (2.1.60)

�

2.1.7 Estimates for functions satisfying homogeneous boundary

conditions

In this subsection we formulate necessary and sufficient conditions for the validity of
(2.1.1) and find the sharp constantƒ0 for this inequality. We begin the study of (2.1.1)
with a consideration of the equivalent variational problem in the finite-dimensional
space C� � C�.

Lemma 2.1.18. Let the � � � matrix B and the vectors a; c˛ 2 C�, b; d˛ 2 C�

(˛ D 1; : : : ; N ) be the same as in Lemma 2.1.1, and z D .xI y/ 2 C
� � C

�. Let B be

the subspace of C� � C
� defined by

B D fz W .c˛; x/� C .d; y/� D 0; ˛ D 1; : : : ; N g: (2.1.61)
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Further, let

ˆ0.z/ D j.a; x/� C .b; y/�j2
.Bx; x/�

; (2.1.62)

and

ƒ0 D sup
z2B

ˆ0.z/: (2.1.63)

The function ˆ0.z/ is bounded on the subspace B if and only if there exist constants

ˇ˛ (˛ D 1; : : : ; N ) that satisfy (2.1.25) and (2.1.26). If these conditions are fulfilled

and x0 is an arbitrary solution of (2.1.26), then the constant ƒ0 defined by (2.1.63)
satisfies

ƒ0 D inf
ˇ˛

.Bx0; x0/�; (2.1.64)

where the infimum is taken over all systems fˇ˛g satisfying the assumptions of the

lemma.

Proof. The boundedness of the function (2.1.62) on the subspace (2.1.61) is equiva-
lent to the following assertion: if z D .xI y/ 2 B and .Bx; x/� D 0, then .a; x/� C
.b; y/� D 0. This in turn is equivalent to the boundedness of the function ˆ.z/
defined by (2.1.23) on C

� � C
�. Hence, the first part of the lemma follows from

Lemma 2.1.6.
We now prove (2.1.64). Let z0 D .x0I y0/ 2 B be an extremal element of ˆ0.z/,

that is, ƒ0 D ˆ0.z
0/. Applying the method of Lagrange multipliers to the problem

of finding the extremum of (2.1.62) on the subspace (2.1.61) under additional con-
straints, we conclude that for some constants ˇ0˛ the following equations are satisfied:

�
.a; x0/� C .b; y0/�

�
a �ƒ0Bx0 �

NX

˛D1

ˇ0˛c˛ D 0; (2.1.65)

�
.a; x0/� C .b; y0/�

�
b �

NX

˛D1

ˇ0˛d˛ D 0: (2.1.66)

We set

x0 D ƒ0
�
.a; x0/� C .b; y0/�

��1
x0;

y0 D ƒ0
�
.a; x0/� C .b; y0/�

��1
y0;

ˇ0˛ D ˇ0˛
�
.a; x0/� C .b; y0/�

��1
.˛ D 1; : : : ; N /

9
>>>=
>>>;
: (2.1.67)

Then, inequality (2.1.65) can be rewritten as

a D Bx0 C
NX

˛D1

ˇ0˛c˛; (2.1.68)
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and equation (2.1.66) as

b D
NX

˛D1

ˇ0˛d˛ : (2.1.69)

Thus, the constants ˇ0˛ and the element x0, defined by (2.1.67), satisfy conditions
(2.1.25) and (2.1.26). Let z0 D .x0I y0/. Since z0 D .x0I y0/, equations (2.1.67)
imply z0 2 B. Since ˆ0.z/ is a homogeneous function of degree zero and z0 is an
extremum of this function on the subspace B, it follows from (2.1.67) that z0 is also
an extremum. From (2.1.69) and (2.1.61) we obtain

NX

˛D1

.ˇ0˛c˛; x0/� D �.b; y0/�:

Therefore

ƒ0 D ˆ0.z/ D j.a; x0/� C .b; y0/�j2
.Bx0; x0/�

D .Bx0; x0/�;

and, consequently,ƒ0 > inf
fˇ˛g

.Bx0; x0/�.

To prove the opposite inequality, consider an arbitrary solution x0 of (2.1.26),
where the constants ˇ˛ satisfy (1.1.25). Let z D .xI y/ 2 B. By (2.1.25), (2.1.26) and
(1.1.61),

j.a; x/� C .b; y/�j D
ˇ̌
ˇ̌
ˇ̌

 
a �

NX

˛D1

ˇ˛c˛; x

!

�

ˇ̌
ˇ̌
ˇ̌ D j.Bx0; x0/�j

6 .Bx0; x0/
1=2
� .Bx; x/1=2� :

Consequentlyƒ0 D inf
fˇ˛g

.Bx0; x0/�. �

Now we can formulate a result about equivalence of the estimate (1.10) for ordi-
nary differential operators in a half-space to inequality (2.1.70).

Lemma 2.1.19. The estimate (1.10) is true with some ƒ0 < 1 if and only if the

inequality

j.a; x/� C .b; y/�j2 6 ƒ0.Bx; x/�; .xI y/ 2 B (2.1.70)

holds, where the subspace B � C
� � C

�, the dimensions � and �, the vectors .a; b/
and .c˛; d˛/, and the matrix B are defined by (2.1.61), (2.1.34), (2.1.37) and (2.1.35),
respectively.

This statement is deduced from Lemmas 2.1.7 and 2.1.8 in the same way as
Lemma 2.1.9 was derived from these lemmas. It is only necessary to consider so-
lutions z.t/ of the equation HC .�i d=dt/ z D 0 satisfying the boundary conditions
Q˛ .�i d=dt/ zjtD0 D 0 (˛ D 1; : : : ; N ) instead of an arbitrary solution of this
equation.

We now formulate the main result of this subsection.
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Theorem 2.1.20. The estimate (1.10) holds with some ƒ0 < 1 if and only if the

conditions of Theorem 2.1.17 are satisfied. The sharp constant ƒ0 in (1.10) satisfies

the equation

ƒ0 D inf
fˇ˛g

1

2�

1Z

�1

Pm
jD1 jTj .�/j2Pm
jD1 jPj .�/j2

d�; (2.1.71)

where the polynomials Tj .�/ and the constants ˇ˛ are the same as in Theorem 2.1.17.

For the proof it suffices to make the following changes in the proof of Theo-
rem 2.1.17: Lemma 2.1.9 should be replaced by Lemma 2.1.19. Inequality (2.1.70)
is equivalent to the boundedness of the function ˆ0.z/, defined by (2.1.62), on the
subspace (2.1.61). Therefore, the references to Lemma 2.1.6 in the proof of Theo-
rem 2.1.17 should be replaced by the references to Lemma 2.1.18. Then, formula
(2.1.71) follows from (2.1.64) and (2.1.60).

2.2 Estimates in a half-space. Necessary and sufficient

conditions

Let R.�I �/, Pj .�I �/, Q.�I �/ (j D 1; : : : ; m; ˛ D 1; : : : ; N ) be polynomials in the
variable � 2 R

1 with measurable coefficients that are locally bounded in R
n�1 and

grow no faster than some power of j�j as j�j ! 1. Write

mX

jD1

jPj .�I �/j2 D HC.�I �/H�.�I �/; (2.2.1)

where HC.�I �/ D PJ
sD0 hs.�/�

J�s is a polynomial with � -roots lying in the half-

plane Im � > 0, � D � C i � , and H�.�I �/ D HC.�I �/. We will assume that
h0.�/ ¤ 0, and ordR.�I �/; ordQ˛.�I �/ 6 J � 1 a.e. in Rn�1 (˛ D 1; : : : ; N ).3

In this section we establish necessary and sufficient conditions for the validity of
the estimates:

˝̋
R.D/u

˛̨ 2
B1=2 6 C

0
@

mX

jD1

kPj .D/uk2 C
NX

˛D1

˝̋
Q˛.D/u

˛̨ 2
1
A ;

u 2 C1
0 .R

n
C/;

(2.2.2)

˝̋
R.D/u

˛̨ 2
B1=2 6 C

mX

jD1

kPj .D/uk2; u 2 C1
0 .R

n
C/;

Q˛.D/u.xI 0/ D 0; ˛ D 1; : : : ; N:

.2:2:20/

3This condition is fulfilled, for example, if h0.�/ is a polynomial in the variable � 2 Rn�1 (cf. Re-

mark 1.2.1, Chapter 1).
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We will also derive some corollaries of these results. All these assertions follow
directly from analogous results of Section 2.1 on estimates for ordinary differential
operators on the semi-axis t > 0.

2.2.1 Theorems on necessary and sufficient conditions for the validity

of the estimates in a half-space

The main result of this subsection is a criterion for the validity of the estimate (2.2.2)
(Theorem 2.2.2). Before deriving this result, we formulate the following lemma,
which follows directly from Lemma 2.1.1. For every point � 2 R

n�1 such that
h0.�/ ¤ 0, we denote by …C.�I �/ the greatest common divisor of the polynomi-
als HC.�I �/ and P1.�I �/; : : : ; Pm.�I �/ with leading coefficients equal 1.

Lemma 2.2.1. Let D.�I �/ be a polynomial of the variable � 2 R
1 with measurable

coefficients that are locally bounded in Rn�1 and grow no faster than some power of

j�j as j�j ! 1, let ordD.�I �/ 6 J � 1, and let the congruence

D.�I �/ � 0 .mod…C.�I �//
holds a.e. in R

n�1. Then there exist uniquely determined polynomials Tj .�I �/ (in � )
with ordTj .�I �/ 6 J � 1 (j D 1; : : : ; m) which satisfy a.e. in Rn�1 the following

conditions:

T j .�I �/ � 0 .mod…C.�I �// .j D 1; : : : ; m/; (2.2.3)

D.�I �/H�.�I �/ D
mX

jD1

Pj .�I �/Tj .�I �/I (2.2.4)

Pi .�I �/T j .�I �/ � Pj .�I �/T i .�I �/ .mod…C.�I �/HC.�I �//;
.i ¤ j; i; j D 1; : : : ; m/:

(2.2.5)

(Condition (2.2.5) is omitted for m D 1).

Theorem 2.2.2. The estimate (2.2.2) is valid if and only if the following conditions

are satisfied:

1. There exist functions ˇ˛.�/ (˛ D 1; : : : ; N ) such that the congruence

D.�I �/ defD R.�I �/�
NX

˛D1

ˇ˛.�/Q˛.�I �/ � 0 .mod…C.�I �// (2.2.6)

holds for almost all � 2 Rn�1.

2. The inequality

sup
�2Rn�1

8
<
:B.�/ inf

fˇ˛.�/g

2
4 1

2�

1Z

�1

Pm
jD1 jTj .�I �/j2Pm
jD1 jPj .�I �/j2

d� C
NX

˛D1

jˇ˛.�/j2
3
5
9
=
; < 1

(2.2.7)
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holds true. Here, the infimum is taken over all systems fˇ˛.�/g that satisfy

(2.2.6), and Tj .�I �/(j D 1; : : : ; m) are polynomials satisfying (2.2.3)–(2.2.5).
The left-hand side of (2.2.7) is the sharp constant in (2.2.2).

Proof. Necessity. Suppose that (2.2.2) is valid for all u 2 C1
0 .R

n
C/ and C is the

exact constant in this inequality. Localizing (2.2.2) in � (cf. the proof of the necessity
of conditions of Theorem 1.2.2, Chapter 1), we find that for almost all � 2 R

n�1

R j .�I �i d=dt/ v.t/jtD0j2 D C

B.�/

" 1Z

0

mX

jD1

ˇ̌
Pj .�I �i d=dt/ v.t/

ˇ̌2
dt

C
NX

˛D1

jQ˛ .�I �i d=dt/ v.t/jtD0j2
#
;

(2.2.8)

for all v 2 C1
0 .R

1
C/. For each fixed � 2 R

n�1, inequality (2.2.8) is an estimate of the

type (2.1.1). Applying Theorem 2.1.17, we find that (2.2.6) must hold a.e. in Rn�1

and the sharp constant in (2.2.8) satisfies

ƒ.�/ D inf
fˇ˛.�/g

2
4 1

2�

1Z

�1

Pm
jD1 jTj .�I �/j2Pm
jD1 jPj .�I �/j2

d� C
NX

˛D1

jˇ˛.�/j2
3
5 ; (2.2.9)

where the infimum is taken over all systems fˇ˛.�/g entering in (2.2.6), and Tj .�I �/
are the polynomials defined in Lemma 2.1.1. Hence, ƒ.�/ D C=B.�/. This implies
(2.2.7) and the inequality

C > sup
�2Rn�1

ƒ.�/B.�/: (2.2.10)

Sufficiency. Suppose that (2.2.6) holds a.e. in R
n�1. Then, in accordance with Theo-

rem 2.1.17, for almost all � 2 R
n�1 we have the inequality

R j .�I �i d=dt/ v.t/jtD0j2 6 ƒ.�/

" 1Z

0

mX

jD1

ˇ̌
Pj .�I �i d=dt/ v.t/

ˇ̌2
dt

C
NX

˛D1

jQ˛ .�I �i d=dt/ v.t/jtD0j2
#
;

(2.2.11)

whereƒ.�/ is defined by (2.2.9), and v is an arbitrary function in C1
0 .R

1
C/. Assume

that condition (2.2.7) holds. Denote by C the left-hand side of this condition. It
follows from (2.2.11) that for all v 2 C1

0 .R
1
C/ and almost all � 2 Rn�1 inequality

(2.2.8) is valid. Substituting v D v�.t/ D Ou.�I t/ with u 2 C1
0 .R

n
C/ in (2.2.8), and

multiplying both parts of the resulting inequality by B.�/, we obtain after integration
over Rn�1 that inequality (2.2.2) with the constant C D sup�2Rn�1 ƒ.�/B.�/ holds
for all u 2 C1

0 .R
n
C/. As it was shown above, the sharp constant in (2.2.2) satisfies

(2.2.10). This means that it is equal to the left-hand side of (2.2.7). �
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Remark 2.2.3. If R, Pj , andQ˛ are differential operators, then it is more appropriate
to consider instead of (2.2.2) the inequality

˝̋
R.D/u

˛̨ 2
B1=2 6 C

0
@

mX

jD1

kPj .D/uk2 C
NX

˛D1

˝̋
Q˛.D/u

˛̨ 2
�˛

1
A ;

u 2 C1
0 .R

n
C/;

.2:2:200/

where
˝̋ � ˛̨

�˛
is the norm in the space H�˛

.@RnC/. A criterion for the validity of

estimate (2.2.2) is contained in Theorem 2.2.2. It is only necessary to replace in the
formulation of this theorem Q˛.�I �/ by .1C j�j2/�˛=2Q˛.�I �/.

We end of this subsection with a result cincerning functions that satisfy homoge-
neous boundary conditions.

Theorem 2.2.4. The estimate (2.2.20) holds if and only if the first condition of Theo-

rem 2.2.2 and the inequality

sup
�2Rn�1

2
4B.�/ inf

fˇ˛.�/g

1

2�

1Z

�1

Pm
jD1 jTj .�I �/j2Pm
jD1 jPj .�I �/j2

d�

3
5 < 1 .2:2:70/

is satisfied, where the polynomials Tj and the functions ˇ˛ are the same as in Theo-

rem 2.2.2. The left-hand side of (2.2.7) is the sharp constant in (2.2.2).

This theorem is deduced from Theorem 2.1.20 in the same way as Theorem 2.2.2
was from Theorem 2.1.17.

2.2.2 Corollaries

In this subsection we study some special cases of the estimate (2.2.2), namely, in-
equalities (2.2.12), (2.2.15) and (2.2.19). The criteria for the validity of these in-
equalities follow from Theorem 2.2.2, Remarks 2.1.3 and 2.1.4, and from results of
Subsection 2.1.6. First, we consider the inequality

˝̋
R.D/u

˛̨ 2
B1=2 6 C

 
kP.D/uk2 C

NX

˛D1

˝̋
Q˛.D/u

˛̨ 2
!
; (2.2.12)

which is a particular case of estimate (2.2.2) corresponding to the polynomials
Pj .D/ D P.D/.

Corollary 2.2.5. Let P.�I �/ D PC.�I �/P�.�I �/, where the � -roots of the polyno-

mial PC.�I �/ coincide (counting multiplicities) with the � -roots of the polynomial

P.�I �/ in the half-plane Im � > 0, � D � C i� . The estimate (2.2.12) is valid for all

u 2 C1
0 .R

n
C/ if and only if the following conditions are satisfied:
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1. There exist functions fˇ˛.�/g such that the polynomial D.�I �/ defined by

(2.2.6) satisfies the congruence

D.�I �/ � 0 .modPC.�I �// (2.2.13)

for almost all � 2 R
n�1; and

2. the inequality

sup
�2Rn�1

8
<
:B.�/ inf

fˇ˛.�/g

2
4 1

2�

1Z

�1

ˇ̌
ˇ̌D.�I �/
P.�I �/

ˇ̌
ˇ̌
2

d� C
NX

˛D1

jˇ˛.�/j2
3
5
9
=
; < 1

(2.2.14)
holds true. Here, the infimum is taken over all fˇ˛.�/g entering in (2.2.13).
The left-hand side of (2.2.14) is the sharp constant in (2.2.12).

This result follows directly from Theorem 2.2.2 and Remark 2.1.3. Indeed, it
follows from (2.1.20) that

mX

jD1

jTj .�I �/j2 D jD.�I �/j2:

In particular, if polynomials Q˛.�I �/ are all identically equal to zero, we obtain
the following assertion.

Corollary 2.2.6. The inequality

˝̋
R.D/u

˛̨ 2
B1=2 6 CkP.D/uk2 (2.2.15)

is valid if and only if the following conditions are satisfied:

1. The congruence

R.�I �/ � 0 .modPC.�I �// (2.2.16)

holds a.e. in R
n�1.

2. The inequality

sup
�2Rn�1

8
<
:B.�/

1

2�

1Z

�1

ˇ̌
ˇ̌R.�I �/
P.�I �/

ˇ̌
ˇ̌
2

d�

9
=
; < 1 (2.2.17)

holds true. The left-hand side of (2.2.17) is the sharp constant in (2.2.15).

Remark 2.2.7. It is well-known that condition (2.2.17) is necessary and sufficient for
the validity of the estimate

˝̋
R.D/u

˛̨ 2
B1=2 6 C

Z

Rn

jP.D/uj2dxdt (2.2.18)
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for all u 2 C1
0 .R

n/. Thus, the validity of (2.2.15) for all u 2 C1
0 .R

n
C/ implies the

validity of (2.2.18) for all u 2 C1
0 .R

n
C/. The converse statement is in general not

true.

We now consider the estimate

˝̋
R.D/u

˛̨ 2
B1=2 6 C

mX

jD1

kPj .D/uk2; (2.2.19)

which is a particular case of the estimate (2.2.2) where the polynomials Q˛.�I �/
(˛ D 1; : : : ; N ) are identically equal to zero. Next assertion follows directly from
Theorem 2.2.2.

Corollary 2.2.8. The estimate (2.2.19) is valid for all u 2 C1
0 .R

n
C/ if and only if the

following conditions are satisfied:

1. The congruence

R.�I �/ � 0 .mod…C.�I �// (2.2.20)

holds a.e. in Rn�1.

2. The inequality

sup
�2Rn�1

8
<
:B.�/

1

2�

1Z

�1

Pm
jD1 jTj .�I �/j2Pm
jD1 jPj .�I �/j2

d�

9
=
; < 1 (2.2.21)

holds true. Here Tj .�I �/ are the polynomials that satisfy conditions (2.2.3)–
(2.2.5) of Lemma 2.2.1 (where D.�I �/ is replaced by R.�I �/). The left-hand

side of (2.2.21) is the sharp constant in (2.2.19).

Remark 2.2.9. Set

ƒ.�/ D 1

2�

1Z

�1

Pm
jD1 jTj .�I �/j2Pm
jD1 jPj .�I �/j2

d�; (2.2.22)

where Tj .�I �/ are the polynomials defined in Corollary 2.2.8. Let

L.�/ D 1

2�

1Z

�1

jR.�I �/j2Pm
jD1 jPj .�I �/j2

d�: (2.2.23)

Replacing in (2.1.22) D.�/ by R.�I �/ and Tj .�/ by Tj .�I �/, we obtain, in accor-
dance with Remark 2.1.5, that

L.�/ 6 ƒ.�/ (2.2.24)

a.e. in R
n�1.
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It is well-known that the condition

sup
�2Rn�1

B.�/L.�/ < 1 (2.2.25)

is equivalent to the validity of the estimate

˝̋
R.D/u

˛̨ 2
B1=2 6 C

Z

Rn�1

mX

jD1

jPj .D/uj2dxdt (2.2.26)

for all u 2 C1
0 .R

n
C/. By (2.2.24) and Corollary 2.2.8 the validity of (2.2.19) for all

u 2 C1
0 .R

n
C/ follows from the validity of (2.2.26) for all u 2 C1

0 .R
n/.

We show that the opposite statement is generally not true. Let R.�I �/ D 1,
let N D 2, let P1.�I �/ D i� C j�j2 be the symbol of the heat operator, and let
P2.�I �/ D 1. Then, according to (2.2.23),

L.�/ D ..j�j4 C 1/�1=2/2�1:

On the other hand, we have

HC.�I �/ D �i� � .j�j4 C 1/1=2; H�.�I �/ D i� � .j�j4 C 1/1=2;

T1.�I �/ D 1; T2.�I �/ D �.j�j2 C .j�j4 C 1/1=2/:

Thus, according to (2.2.22), we find that ƒ.�/ D j�j2 C .j�j4 C 1/1=2 and, conse-
quently, the opposite of inequality (2.2.24) does not hold.

2.2.3 The case when the lower-order terms play no role

Let R.D/, Pj .D/ and Q˛.D/ be differential operators with constant coefficients of
orders �0, Jj and �˛ (j D 1; : : : ; m ˛ D 1; : : : ; N ), respectively, and let J D
max16j6m Jj . We assume that the orders of these operators w.r.t. t are also equal
to �0, Jj and �˛, respectively. We denote by R0.�I �/, P 0

j .�I �/ and Q0
˛.�I �/ the

respective homogeneous principal parts of the orders �0, Jj and �˛ w.r.t. t of the
polynomials R.�I �/, Pj .�I �/ and Q˛.�I �/.

Next, we introduce the polynomialsH 0
C.�I �/,H 0

�.�I �/,…0
C.�I �/ corresponding

to the polynomials P 0
j .�I �/. The validity of (2.2.2) and similar estimates depends

essentially on the lower-order terms of the operators R, Pj , and Q˛. For example,
consider the estimate

˝̋
R.D/u

˛̨ 2
B1=2 6 C

�kP.D/uk2 C kuk2� ; (2.2.27)

where R.�I �/ D R0.�I �/, P.�I �/ D P 0.�I �/, and ord P > 1. Then, we have
P 0
2.�I �/ D 0. If we replace the operators by their principal parts, (2.2.27) takes the

form ˝̋
R.D/u

˛̨ 2
B1=2 6 CkP.D/uk2: .2:2:270/
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We already know (see Corollary 2.2.6) that the congruence R � 0 .modPC/ is
necessary for the validity of (1.2.27) for all u 2 C1

0 .R
n
C/. On the other hand, this

condition has no relation to the estimate (1.2.27).
In this subsection we consider a class of estimates that remain valid after one re-

places the operators R, Pj , andQ˛ by their homogeneous principal parts. The result
formulated in Proposition 2.2.10 is analogous to Proposition 1.2.15 from Chapter 1.

Proposition 2.2.10. The estimate

˝̋
R.D/u

˛̨ 2
J��0�1=2

6 C

� mX

jD1

kPj .D/uk2 C kuk2
HJ �1.R

n
C
/

C
NX

˛D1

˝̋
Q˛.D/u

˛̨ 2
J��˛�1=2

� (2.2.28)

is valid for all u 2 C1
0 .R

n
C/ if and only if the inequality

˝̋
R0.D/u

˛̨ 2
J��0�1=2

6 C 0

� mX

jD1

kP 0
j .D/uk2

C
NX

˛D1

˝̋
Q0
˛.D/u

˛̨ 2
J��˛�1=2

� (2.2.29)

holds true, or, what is the same, if and only if

1. There exist functions fˇ˛.�/g such that the congruence

D0.�I �/ defD R0.�I �/�
mX

˛D1

ˇ˛.�/.1C j�j2/1=2.J��˛�.1=2//Q0
˛.�I �/

� .mod…0
C.�I �//

(2.2.30)
holds a.e. in R

n�1;

2. The inequality

sup
�2Rn�1

(
.1C j�j2/J��0�.1=2/ inf

fˇ˛.�/g

"
1

2�

1Z

�1

Pm
jD1 jT 0

j .�I �/j2Pm
jD1 jP 0

j .�I �/j2
d�

C
NX

˛D1

jˇ˛.�/j2
#)

< 1
(2.2.31)

holds. Here T 0
j .�I �/ are the polynomials constructed in accordance with

Lemma 2.2.1 for the polynomials P 0
j .�I �/ and D0.�I �/, and the infimum is

taken over all systems fˇ˛.�/g satisfying (2.2.30).
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Proof. The sufficiency is obvious. Let us prove the necessity. Suppose (2.2.28) holds
for all u 2 C1

0 .R
n
C/. Estimating the norms

˝̋
.R�R0/.D/u

˛̨
J��0�.1=2/

; k.Pj �P 0
j /.D/uk; and

˝̋
.Q˛ �Q0

˛/.D/u
˛̨
J��˛�.1=2/

by kukHJ �1
.RnC/, we see that all the operators in (2.2.28) can be replaced by their

homogeneous principal parts of orders �0, J , and �˛, respectively. Localizing the
obtained inequality in � , we find that the estimate

j�j2J�2�0�1
ˇ̌
R0 .�I �i d=dt/ vjtD0

ˇ̌2

6 C

� mX

jD1

1Z

0

ˇ̌
P 0
j .�I �i d=dt/ v

ˇ̌2
dt

C
1Z

0

jvj2dt C
J�1X

sD0

j�j2.J�1�s/

1Z

0

ˇ̌
.�i d=dt/s v

ˇ̌2
dt

C
NX

˛D1

j�j2J�2�˛�1
ˇ̌
Q0
˛ .�I �i d=dt/ vjtD0

ˇ̌2
�

holds for all v 2 C1
0 .R

1
C/. We set here � D j�j� and � D j�jt , divide both sides of

this inequality by j�j2J�1, and take the limit as j�j ! 1, obtaining

ˇ̌
R0 .� I �i d=dt/ vj�D0

ˇ̌2
6 C

� mX

jD1

1Z

0

ˇ̌
P 0
j .� I �i d=d�/ v

ˇ̌2
d�

C
NX

˛D1

ˇ̌
Q0
˛ .� I �i d=d�/ vj�D0

ˇ̌2
�
:

(2.2.32)

If we revert in (2.2.32) to the variables � and t , set v D v�.t/ D Ou.�I �/, where
u.xI t/ is an arbitrary function in C1

0 .R
n
C/, integrate w.r.t. � and apply the inverse

Fourier transform, then we arrive at (2.2.29). �

Remark 2.2.11. The statement of Proposition 2.2.10 remains valid if we require
additionally in the necessity part that suppu � D.0; %/ for some % > 0, where
D.0; %/ denotes the n-dimensional ball of radius % > 0 centered at the origin (cf.
Remark 1.2.16, Chapter 1).

2.2.4 An example of estimate for operators of first order with respect

to t

In this subsection we consider an estimate of the type (2.2.19) in the case whenPj .D/
are the first-order operators in t , and R.D/ D 1. It will be shown that a criterion for
the validity of such estimate can be formulated explicitly in the form of necessary and
sufficient conditions on the coefficients of Pj .�I �/.
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Proposition 2.2.12. Let Pj .�I �/ D i� �pj .�/ (j D 1; : : : ; m,m > 1), where pj .�/
are the measurable functions that are locally bounded in R

n�1 and grow no faster

than some power of j�j as j�j ! 1. Suppose that
Pm
jD1 jpj .�/j ¤ 0 a.e. in R

n�1.

The estimate
˝̋
u
˛̨ 2
B1=2 6 C

mX

jD1

kPj .D/uk2 (2.2.33)

is true for all u 2 C1
0 .R

n
C/ if and only if the following conditions are satisfied:

1. The inequality
mX

j;hD1

jpj � phj ¤ 0 (2.2.34)

holds for almost all � 2 Tm
jD1f� W Repj .�/ 6 0g.

2. The inequality

B.�/ 6 const

0
@

mX

jD1

jRepj j C
mX

j;hD1

jIm .pj � ph/j
1
A (2.2.35)

holds for almost all � 2
n
� W Pm

jD1 Repj .�/ > 0
o
.

3. The inequality

B.�/

0
@

mX

jD1

jRepj j C
mX

j;hD1

jIm .pj � ph/j
1
A 6 const

mX

j;hD1

jpj � phj2

(2.2.36)

holds for almost all � 2
n
� W Pm

jD1 Repj .�/ < 0
o
.

Proof. We show that Proposition 2.2.12 follows from Corollary 2.2.8. Since (2.2.33)
is a special case of the estimate (2.2.19) related to the polynomial R.�I �/ D 1, we
see that condition 1 of Corollary 2.2.8 is fulfilled in the considered example if and
only if …C.�I �/ D 1 a.e. in R

n�1. The last condition is equivalent to condition 1
of the proposition to be proved, since the � -roots of the polynomial i� � pj lie in the
half-plane Im � > 0, � D � C i� , if and only if Repj 6 0. We show that condition 2
of Corollary 2.2.8 is equivalent to conditions 2 and 3 of the proposition to be proved.
One can verify directly that Pj D i� � pj .�/ satisfies the equality

H˙.�I �/ D m1=2.� � �˙.�//; (2.2.37)

where

�˙.�/ D m�1

0
@

mX

jD1

Impj .�/˙ i˛.�/

1
A (2.2.38)
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and

˛.�/ D

0
B@m

mX

jD1

jpj .�/j2 �
0
@

mX

jD1

Impj .�/

1
A
2
1
CA

1=2

: (2.2.39)

The polynomials Tj .�I �/ (of degree zero w.r.t. � ) are calculated for the polynomials
D.�I �/ D R.�I �/ D 1 and Pj .�I �/ D i� �pj .�/ in accordance with Lemma 2.2.1,
yielding

T j D im1=2
�
i�C.�/� pj .�/

�

mP
kD1

.i�C.�/ � pk.�//
.j D 1; : : : ; m/; (2.2.40)

where �C.�/ is defined by (2.2.38). Since

1Z

�1

d�Pm
jD1 jPj .�I �/j2

D �

˛.�/
;

where ˛.�/ is the function defined by (2.2.39), we conclude that condition 2 of Corol-
lary 2.2.8 is equivalent a.e. in R

n�1 to the inequality

B

˛

Pm
jD1 ji�C � pj j2

ˇ̌
ˇ
Pm
jD1.i�C � pj /

ˇ̌
ˇ
2

6 const: (2.2.41)

In accordance with (2.2.38), we have

mX

jD1

ji�C � pj j2 D 2m�1.˛2 C ˛ˇ/ (2.2.42)

and ˇ̌
ˇ̌
ˇ̌
mX

jD1

.i�C � pj /
ˇ̌
ˇ̌
ˇ̌

2

D .˛ C ˇ/2; (2.2.43)

where

ˇ.�/ D
mX

jD1

Repj .�/ (2.2.44)

and ˛.�/ is defined by (2.2.39). Therefore, condition (2.2.41) can be written in the
form

B.�/ 6 const .˛.�/C ˇ.�// a.e. in R
n�1: (2.2.45)

Suppose that ˇ.�/ > 0. It follows from (2.2.39) and (2.2.44) that (2.2.45) is equiva-
lent to the inequality B 6 const˛, which in turn is equivalent to (2.2.35).
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Suppose now that ˇ.�/ < 0. Representing ˛ C ˇ in the form

˛

2
641 �

0
@1� 2�1˛�2

mX

j;hD1

jpj � phj2
1
A
1=2
3
75 ;

we conclude that (2.2.45) can be written as

B

2
641 �

0
@1 � 2�1˛�2

mX

j;hD1

jpj � phj2
1
A
1=2
3
75 6 const˛�1

mX

j;hD1

jpj � phj2:

(2.2.46)
Inequality (2.2.46) is equivalent to the inequality

B˛ 6 const

mX

j;hD1

jpj � phj2: (2.2.47)

The equivalence of (2.2.47) and (2.2.36) is obvious. �

2.3 Description of the trace space

In this section we will assume that R.�I �/ and Pj .�I �/ (j D 1; : : : ; m) are polyno-
mials in the variables .�I �/ 2 R

n. Hence, R.D/, Pj .D/ are differential operators
with constant coefficients. Our goal is to study the “trace space” R.D/u

ˇ̌
tD0

of ele-

ments u belonging to the completion of C1
0 .R

n
C/ in the metric

Pm
jD1 kPj .D/uk2.

The main result of this section (Theorem 2.3.8) will be established in Subsection 2.3.2.
We will show that the considered “trace space” coincides with the closed linear span
of the functions ' 2 C1

0 .R
n�1/, which satisfy

˝̋
'
˛̨ 2
ƒ�1=2 D

Z

Rn�1

j O'.�/j2
ƒ.�/

d� < 1

with ƒ.�/ defined by (2.2.22). Some preliminary results, needed for the proof of
Theorem 2.3.8, are presented in Subsection 2.3.1.

2.3.1 Preliminary results

In this subsection, we show (Proposition 2.3.6) that the function ƒ.�/ defined by
(2.2.22) is infinitely differentiable in each component„˛ of some open set„ � Rn�1

of full measure. This result is essentially used in the proof of the main theorem
(Theorem 2.3.8) of this section. A description of „ is given in Proposition 2.3.4.
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Before we state this proposition, let us recall several well-known statements about
polynomials of the variables .�I �/ 2 R

n with complex coefficients that will be used
in its proof.

Lemma 2.3.1 (Hörmander [H63], p. 275). Let h.�I �/ be a polynomial of n variables

� D .�1; : : : ; �n�1/ and � . If h.�I �/ D 0 and
@h.�I �/
@�

¤ 0 for � D 0, � D 0, then

there exists exactly one function �.�/ which is analytic in a neighborhood of zero,

equals zero for � D 0, and satisfies the equation P.�I �.�// D 0.

Following Hörmander ([H63], p. 277), we say that some assertion, depending on
� 2 C

n�1, holds for a generic � , if there exists a non-identically vanishing polynomial
of � such that the assertion holds for all � , for which the polynomial does not vanish.

Lemma 2.3.2 (Hörmander [H63], p. 277). If the polynomials hj .�I �/ (j D 1; : : : ; m)
have no common divisors other than constants, then they, as polynomials of � , have

no common zeros for generic � .

Lemma 2.3.3 (Hörmander [H63], p. 277). If the polynomial h.�I �/ does not have

multiple zeros, then the zeros of h.�I �/, regarded as a polynomial of � , are distinct

for generic � .

We define some polynomials (of � ) which will be used later. Denote by H.�I �/
the polynomial

Pm
jD1 jPj .�I �/j2 and consider the polynomialsHC.�I �/,H�.�I �/,

and …C.�I �/ defined at the beginning of Section 2.2. Let g0.�/ and h0.�/ be the
leading coefficients of H.�I �/ and HC.�I �/, respectively. Since H.�I �/ is a poly-
nomial of .�I �/ 2 Rn and g0.�/ D jh0.�/j2, we obtain, according to Remark 1.2.1,
Chapter 1, that h0.�/ ¤ 0 a.e. in R

n�1. As in Section 2.2, we will assume that
ord HC D J > 1 and ord R D J � 1 a.e. in R

n�1. We consider the decomposition

…C.�I �/ D …0.�I �/…1.�I �/; (2.3.1)

where …0 and …1 are polynomials of � with leading coefficients equal to 1 and
with real and non-real � -roots, respectively. Let �.�/ D ord …0.�I �/, ~.�/ D
ord …1.�I �/. We set

Pj .�I �/ D Pj .�I �/
…1.�I �/

.j D 1; : : : ; m/; R.�I �/ D R.�I �/
…1.�I �/

;

hC.�I �/ D HC.�I �/
…1.�I �/

D
l.�/Y

�D1

.� � ��.�//k�.�/; .k1.�/C � � � C kl.�/.�/ D k.�//:

Proposition 2.3.4. There exists an open full-measure set „ � R
n�1, (i.e.,

mesn�1.R
n�1 n„/ D 0), with the following properties:
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1. The orders of the polynomials R.�I �/ and H.�I �/ are constant for all � 2 „.

2. The � -roots of the polynomials…0,…1, and hC are analytic in each component

„˛ of the set„.

3. The orders �.�/, ~.�/, and k.�/ of the polynomials …0, …1, and hC and the

multiplicities of their � -roots are constant in each component„˛.

Proof. Since the leading coefficients of H.�I �/ and R.�I �/ are polynomials of � ,
the orders of these polynomials (in the variable �) for all � are independent of � .
Let H.�I �/ D h1.�I �/ � � �hs.�I �/ be a decomposition of H.�I �/ into irreducible
polynomial (in � and � ) factors. Since each of the polynomials hk.�I �/, 1 6 k 6 s,
does not have multiple factors, we conclude on the basis of Lemmas 2.3.3 and 2.3.1
that its roots � D �.�/ are distinct. Moreover, for all � these roots are analytic
functions. Since the coefficients of H.�I �/ D Pm

jD1 jPj .�I �/j2 are real, it follows
that each factor hk.�I �/ enters into the decomposition of H.�I �/ together with its
complex-conjugate Nhk.�I �/. Take two arbitrary complex-conjugate � -roots of the
polynomial H.�I �/, namely �.�/ D ~1.�/ C i~2.�/ and N�.�/ D ~1.�/ � i~2.�/. If
both �.�/ and N�.�/ are � -roots of the irreducible factors of hk.�I �/, then, as it was
already noted, they must be different for all � . However, if �.�/ is a root of hk and
N�.�/ is a root of Nhk , and not all coefficients of hk.�I �/ and Nhk.�I �/ are real, then
hk.�I �/ and Nhk.�I �/ do not have common divisors different from 1. According to
Lemma 2.3.2, in this case �.�/ ¤ N�.�/ for any � . We denote by H the closed subset
of Rn�1, where at each point � at least one of the following conditions holds:

a) The leading coefficient of the polynomial R.�I �/H.�I �/ is equal to zero.

b) At least one of the polynomials of � listed in the definition of “generic �”, for
which the statement on the complex-conjugate � -roots of irreducible factors of
H.�I �/ holds true, equals zero.

It is obvious that mesn�1H D 0. We set „ D R
n�1 nH . In each component„˛

of the open set„, the multiplicities of the roots � D �.�/ of polynomialsH.�I �/ are
constant, the functions �.�/ are analytic, and their imaginary parts Im �.�/ either are
identicaly zero or preserve the sign. The last statement follows from the definition
of „. In accordance with this definition, it follows that the � -roots �.�/ and N�.�/ for
each fixed ˛ must either coincide or differ for all � 2 „˛. Thus, for each fixed ˛,
decompositions (2.2.1) and (2.3.1) can be realized by setting

HC.�I �/ � 0 .mod .� � �.�//k/ for Im �.�/ > 0;

and

…2
0.�I �/ � 0 .mod .� � �.�//k/ for Im �.�/ D 0 for all � 2 „˛;

where k is the multiplicity of the root � D �.�/ ofH.�I �/ in the component„˛. �

Now we derive a formula for the function ƒ.�/ defined by (2.2.22). Using this
formula we will establish the main result of this subsection, i.e., the infinite differen-
tiability of ƒ.�/ is each component„˛ of the set „.
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Proposition 2.3.5. Let �%.�/ be the � -roots of the polynomial hC.�I �/, and let

P D fP%��
 .�I �%.�/; ��.�//g
be the positive definite k.�/ � k.�/ matrix with the entries

P%��
 .�I �%.�/; ��.�// D i


X

gD0

�X

hD0

.�1/��hC
g

 C

h
� .
 � g C � � h/Š

�
�%.�/� N��.�/

�
�gC��hC1

�
mX

jD1

P
.h/
j .�I �%.�//P.g/

j .�I N��.�//
(2.3.2)

(%; � D 1; : : : ; l.�/, � D �.%/ D 0; : : : ; k%.�/ � 1, 
 D 
.�/ D 0; : : : ; k�.�/ � 1).
Here ƒ.�/ is the function defined by (2.2.22), while Tj .�I �/ are the polynomials

satisfying conditions (2.2.3)–(2.2.5) of Lemma 2.2.1, where D.�I �/ is replaced by

R.�I �/. Then, for almost all � 2 Rn�1 we have the equality

ƒ.�/ D
l.�/X

�D1

k�.�/�1X


D0

R
.
/.�I ��.�//'0�
.�/; (2.3.3)

where f.'0�
 .�//g is the (unique) solution of the system

R
.
/.�I ��.�// D

l.�/X

�D1

k�.�/�1X


D0

P%��
 .�I �%.�/; ��.�// N'0�
.�/; (2.3.4)

(% D 1; : : : ; l.�/, � D �.%/ D 0; : : : ; k�.�/� 1).

The proof follows immediately if in Lemma 2.1.16 we replace the polynomials
D.�/ and Pj .�/ by the polynomials R.�I �/ and Pj .�I �/, respectively.

We now turn to the main result of this subsection.

Proposition 2.3.6. Let ord HC.�I �/ D J > 1 and ord R.�I �/ 6 J � 1 for all

� 2 „. Then the function ƒ.�/ defined by (2.2.22) is infinitely differentiable in each

component„˛ of the set „. Here Tj .�I �/ are the polynomials satisfying conditions

(2.2.3)–(2.2.5) of Lemma 2.2.1, where D.�I �/ is replaced by R.�I �/.
Proof. Let„˛ be a fixed component of the set„. By Proposition 2.3.4, the functions
��.�/ are analytic, while l.�/ and k�.�/ are constant in „˛. Since Lemma 2.2.1 was
proved under the assumption that

D.�I �/ D R.�I �/ � 0 .mod…C.�I �// a.e. in R
n�1;

one can assume that the functions R.
/.�I ��.�// and P%��
 .�I �%.�/; ��.�// are in-
finitely differentiable in „˛. Since the matrix (2.3.2) is nondegenerate, the functions
'0�
 .�/ are also infinitely differentiable in „˛. Then, from (2.3.3) we obtain this
property for the function ƒ.�/ as well. �
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2.3.2 Embedding and extensions theorems

It was shown in Proposition 2.3.6 that the function ƒ.�/ > 0 is infinitely differ-
entiable a.e. in R

n�1. This means that B.�/ D 1=ƒ.�/ is a measurable function
satisfying condition 2 of Corollary 2.2.8. Thus, Corollary 2.2.8 yields the following
embedding theorem.

Theorem 2.3.7. Let (2.2.20) be fulfilled a.e. in Rn�1. Suppose also that ƒ.�/ is the

function defined by (2.2.22), where Tj .�I �/ are the polynomials that satisfy condi-

tions (2.2.3)–(2.2.5) of Lemma 2.2.1 with D.�I �/ replaced by R.�I �/. Then, for all

u 2 C1
0 .R

n
C/ we have

Z

Rn�1

jR .�I �i d=dt/ Ou.�I t/jtD0j2
d�

ƒ.�/
6

mX

jD1

kPj .D/uk2: (2.3.5)

In this subsection we formulate an extension theorem (Theorem 2.3.8), which in
a certain sense is a converse to Theorem 2.3.7. These two theorems give a com-
plete characterisation of the “trace space”R.D/u

ˇ̌
tD0

of the elements u belonging to

completion of C1
0 .R

n
C/ in the metric

Pm
jD1 kPj .D/uk2.

Theorem 2.3.8. Let the polynomialR.�I �/ satisfy (2.2.20) for almost all � 2 Rn�1,

and let the functionƒ.�/ be defined by (2.2.22). Then, for any function' 2 C1
0 .R

n�1/

such that

R
Rn�1

j O'.�/j2
ƒ.�/

d� < 1 there exists a sequence up 2 C1
0 .R

n
C/ satisfying

the following conditions:

lim
p!1

Z

Rn�1

ˇ̌
R .�I �i d=dt/ Oup.�I t/

ˇ̌
tD0

� O'.�/ˇ̌2 d�

ƒ.�/
D 0;

lim
p;k!1

mX

jD1

kPj .D/.up � uk/k2 D 0; lim
p!1

mX

jD1

kPj .D/upk2 D
Z

Rn�1

j O'.�/j2 d�
ƒ.�/

:

Proof. Consider the functions '0�
 .�/ and ƒ.�/ defined by (2.3.4) and (2.3.3), re-
spectively. Set

'�
 .�/ D O'.�/'0�
.�/
ƒ.�/

.� D 1; : : : ; l.�/; 
 D 0; : : : ; k�.�/� 1/:

Clearly, '�
 .�/ are infinitely differentiable in each component„˛ � „. Let � 2 „,
letu1.�I t/; : : : ; u~.�/.�I t/be the fundamental system of the operator…1 .�I �i d=dt/,
and let W Œu1.�I t/; : : : ; u~.�/.�I t/� be the Wronskian of this system. Assume further



138 2 Boundary estimates for differential operators

thatW%Œu1; : : : ; u~.�/� is the determinant obtained from W by replacing the %-th col-
umn (1 6 % 6 ~.�/) by .0; : : : ; 0; 1/. Set

g.�I t/ D
l.�/X

�D1

k�.�/�1X


D0

'�
 .�/.it/

 exp.i��.�/t/;

v.�I t/ D �
~.�/X

%D1

u%.�I t/
C1Z

t

g.�I �/W%Œu1; : : : ; u~.�/�
W Œu1; : : : ; u~.�/�

.�I �/d�:

It is obvious that…1 .�I �i d=dt/ v.�I t/ D g.�I t/ for all � 2 „. Therefore, we have

1: R .�I �i d=dt/ v.�I t/jtD0 D R .�I �i d=dt/ g.�I t/jtD0

D
l.�/X

�D1

k�.�/�1X


D0

R
.
/.�I ��.�//'�
.�/

D O'.�/
l.�/X

�D1

k�.�/�1X


D0

R.
/.�I ��.�//'0�
.�/
ƒ.�/

D O'.�/

and

2:

mX

jD1

Z

Rn�1

d�

1Z

0

ˇ̌
Pj .�I �i d=dt/ v.�I t/

ˇ̌2
dt

D
mX

jD1

Z

Rn�1

d�

1Z

0

ˇ̌
Pj .�I �i d=dt/ g.�I t/ˇ̌2 dt

D
Z

Rn�1

l.�/X

%D1

k%.�/�1X


D0

l.�/X

�D1

k�.�/�1X


D0

P%��
 .�I �%.�/; ��.�//'0%�.�/ N'0�
.�/d�

D
Z

Rn�1

j O'.�/j2
ƒ2.�/

X

%��


P%��
 .�I �%.�/; ��.�//'0%�.�/ N'0�
.�/d�

D
Z

Rn�1

j O'.�/j2
ƒ2.�/

l.�/X

%D1

k%.�/�1X


D0

R
.�/.�I ��.�//'0%�.�/d� D

Z

Rn�1

j O'.�/j2
ƒ2.�/

d�:

Consider the closed set H D R
n�1 n „; then mesn�1H D 0. Let Hk be a

neighborhood (in Rn�1) of the set H such that mesn�1Hk < 1=k (k D 1; 2; : : : ).
Define a sequence of infinitely differentiable “cut-off” functions �k.�/ by

�k.�/ D

8
<̂

:̂

0; if j�j > 2k;

0; if � 2 Hk;
1; if j�j 6 k and � … Hk .k D 1; 2; : : : /:
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Set gk.�I t/ D g.�I t/�k.�/. The functions

vk.�I t/ D �
~.�/X

%D1

u%.�I t/
1Z

t

gk.�I �/
W%Œu1; : : : ; u~.�/�

W Œu1; : : : ; u~.�/�
.�I �/d�

satisfy the equation …1 .�I �i d=dt/ vk.�I t/ D gk.�I t/ (k D 1; 2; : : : ). Taking into
account the definition of �k.�/ as well as the fact that the imaginary parts of the � -
roots of …1.�I �/ are bounded from below on the set „˛ nHk by a positive constant
(depending on ˛ and k), we conclude that the functions

wk.xI t/ D .2�/.1�n/=2

Z

Rn�1

vk.�I t/eix�d�

are infinitely differentiable and decay at infinity (in R
n
C) faster than any power of

.jxj2 C t2/�1 together with all their derivatives. We now consider a sequence of
infinitely differentiable “cut-off” functions

�r.xI t/ D
(
0; if .jxj2 C t2/1=2 > 2r;

1; if .jxj2 C t2/1=2 6 r .r D 1; 2; : : : /;

and set wkr .xI t/ D wk.xI t/�r.xI t/ (k; r D 1; 2; : : : ).
We show that the sequence wkr .xI t/ satisfies all conditions of the theorem to be

proved. It is evident that wkr 2 C1
0 .R

n
C/ (k; r D 1; 2; : : : ).

Since the equalities

Pj .�I �i d=dt/vk.�I t/ D Pj .�I �i d=dt/gk.�I t/ D �k.�/Pj .�I �i d=dt/g.�I t/
hold, and the function g.�I t/ and all their derivatives w.r.t. t tend to zero as t ! C1
faster than any power of t�1 uniformly w.r.t. � on the sets „˛ nHk , we have

lim
k;s!1

mX

jD1

Z

Rn�1

d�

1Z

0

ˇ̌
Pj .�I �i d=dt/ Œvk.�I t/� vs.�I t/�

ˇ̌2
dt D 0;

and, consequently, lim
k;s!1

Pm
jD1 kPj .D/.wk � ws/k2 D 0. From the definition of

�r.xI t/ and the properties of wk.xI t/ it follows that

lim
r;p!1

mX

jD1

kPj .D/.wkr �wkp/k2 D 0 .k D 1; 2; : : : /:

Then we also have lim
k;r;s;p!1

Pm
jD1 kPj .D/.wkr � wsp/k2 D 0. Analogous argu-

ments show that

lim
r!1

mX

jD1

kPj .D/.wkr � wk/k2 D 0 .k D 1; 2; : : : /:
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Applying Theorem 2.3.7 to the difference wkr �wk we get

lim
r!1

Z

Rn�1

jR .�I �i d=dt/ . Owkr.�I t/� Owk.�I t//jtD0j2
d�

ƒ.�/
D 0:

However, the equalities

R .�I �i d=dt/ Owk.�I t/jtD0 D �k.�/R .�I �i d=dt/ v.�I t/jtD0 D �k.�/ O'.�/
and

lim
k!1

Z

Rn�1

.�k.�/� 1/2j O'.�/j2 d�
ƒ.�/

D 0

hold true. Hence,

lim
k;r!1

Z

Rn�1

jR .�I �i d=dt/ Owkr .�I t/jtD0 � O'.�/j2 d�

ƒ.�/
D 0:

From Parseval’s identity and the properties of �k.xI t/ and �k.�/ it follows that

lim
k;r!1

mX

jD1

kPj .D/wkrk2 D lim
k!1

mX

jD1

kPj .D/wkk2

D lim
k!1

mX

jD1

Z

Rn�1

d�

1Z

0

ˇ̌
Pj .�I �i d=dt/ vk.�I t/

ˇ̌2
dt

D
mX

jD1

Z

Rn�1

d�

1Z

0

ˇ̌
Pj .�I �i d=dt/ v.�I t/ˇ̌2 dt

D
Z

Rn�1

j O'.�/j2 d�
ƒ.�/

: �

Remark 2.3.9. In general, the condition

˝̋
'
˛̨ 2
��1=2 D

Z

Rn�1

j O'.�/j2 d�
ƒ.�/

< 1

is not satisfied for all elements of the space C1
0 .R

n�1/.
Let, for example, n D 2, m D 2, P1.D/ D P .�i @=@xI �i @=@t/ D @=@t ,

P2.D/ D 1, R.D/ D R .�i @=@xI �i @=@t/ D @=@x. Then, we have P.�I �/ D i� ,
P2.�I �/ D 1, R.�I �/ D i� , HC.�; �/ D �i� � 1, H�.�I �/ D i� � 1 T1.�I �/ D i� ,
T2.�I �/ D �i� , ƒ.�/ D �2. Hence, for every function ' 2 C1

0 .R
n�1/ such that

O'.0/ ¤ 0, we have
˝̋
'
˛̨
ƒ�1=2 D 1.
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Remark 2.3.10. Convergence to zero in the topology defined by the norm hh�iiƒ�1=2

does not always imply convergence to zero in the space of Schwartz distributions D 0.
Let, for example, n D 2, m D 2, P1.D/ D P.D/ D @2=@x@t , P2.D/ D 1,

R.D/ D 1. Then P.�I �/ D ��� , R.�I �/ D 1, and for all � ¤ 0 we have

HC.�I �/ D ��� C i sgn �; H�.�I �/ D ��� � i sgn �;

T1.�I �/ D 1; T2.�I �/ D �i sgn �; ƒ.�/ D j�j�1:

Let r D .x2 C t2/1=2. Consider the sequence of functions uk.xI t/ 2 H1.R
2/ given

by

uk.xI t/ D

8
ˆ̂̂
<
ˆ̂̂
:

1; if r 6 1;
�

log
1

k

��1

log
r

k
; if 1 6 r 6 k; .k D 1; 2; : : : /

0; if r > k

;

and set 'k.x/ D uk.xI 0/. It follows from krukk2
L2.R2/

D O..log k/�1/ and

1Z

�1

j�j � j Ouk.�I 0/j2d� 6 krukk2
L2.R2/

that lim
k!1

˝̋
'
˛̨
ƒ�1=2 D 0.

On the other hand, for any nonnegative function � 2 C1
0 .R

1/ it holds that

Z

Rn�1

'k.x/�.x/dx >

Z

jxj61

�.x/dx:

Hence, 'k does not tend to zero in D 0.R1/.

2.3.3 On the extension of functions from H .Rn/ to H .Rn
C
/

In this subsection we establish a corollary of Theorems 2.3.7 and 2.3.8 and of Propo-
sition 2.2.12, which is possibly interesting in its own right. It is concerned with the

extension of functions having finite norm
�Pm

jD1 kPj .D/u W L2.RnC/k2
�1=2

to the
whole space Rn with class preservation.

Let Pj .D/ D @=@t � pj .Dx/ (j D 1; : : : ; m; m > 1) be differential operators
with constant coefficients, with the polynomials pj .�/ pairwise distinct. We denote
by H .RnC/ and H .Rn/ the completions of the spaces C1

0 .R
n
C/ and C1

0 .R
n/ in the

metrics

ku W H .RnC/k2 D
mX

jD1

kPj .D/u W L2.RnC/k2
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and

ku W H .Rn/k2 D
mX

jD1

kPj .D/u W L2.Rn/k2;

respectively. The restriction of the elements of H .Rn/ to H .RnC/ is defined in a
natural way.

Proposition 2.3.11. An element u 2 H .RnC/ is the restriction of some v 2 H .Rn/
to H .RnC/ such that

kv W H .Rn/k 6 constku W H .RnC/k; (2.3.6)

if and only if the inequality

mX

jD1

jRepj j 6 const

mX

j;hD1

jpj � phj (2.3.7)

is fulfilled a.e. on the set
n
� W Pm

jD1 Repj < 0
o
.

Proof. Let Rn� D f.xI t/ W x 2 Rn�1; t 6 0g, and let C1
0 .R

n
�/ be the space of

functions from C1
0 .R

n/ restricted to R
n
�. We denote by H .Rn�/ the completion of

C1
0 .R

n
�/ in the metric

ku W H .Rn�/k2 D
mX

jD1

kPj .D/u W L2.Rn�/k2:

The restriction of the elements from H .Rn/ to H .Rn
�/ is defined in a natural

way. By v� we denote the restriction of v 2 H .Rn/ to H .Rn�/. Further, notice that
(2.3.6) is equivalent to the inequality

kv� W H .Rn�/k 6 const ku W H .RnC/k: (2.3.8)

Since the polynomials pj .�/ are pairwise distinct, we have
Pm
jD1 jpj j ¤ 0 andPm

j;hD1 jpj � phj ¤ 0 a.e. in R
n�1. Therefore, condition 1 of Proposition 2.2.12 is

fulfilled.

Necessity. Set

ƒC.�/ D 2m�1.˛ C ˇ/�1; ƒ�.�/ D 2m�1.˛ � ˇ/�1; (2.3.9)

where ˛.�/ and ˇ.�/ are defined by (2.2.22) and (2.2.44), respectively.
Theorem 2.3.7 implies the inequality

˝̋
u
˛̨
ƒ

�1=2
C

6 ku W H .RnC/k: (2.3.10)
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ReplacingHC.�I �/ byH�.�I �/ in all arguments used in proof of Theorem 2.3.7 and
taking into account (2.3.8), we obtain

˝̋
v�
˛̨
ƒ

�1=2
�

D ˝̋
u
˛̨
ƒ

�1=2
�

6 const kv� W H .Rn�1
� /k

6 const ku W H .Rn�1
C /k:

(2.3.11)

Combining (2.3.10) and (2.3.11) and taking into account the results of Corol-
lary 2.2.8 (see (2.2.21)), we find that the inequality ƒCƒ

�1
� 6 const or, what is the

same,
˛ � ˇ 6 const .˛ C ˇ/ (2.3.12)

holds a.e. in R
n.

Let ˇ.�/ < 0. From the definition (2.2.39) of the function ˛.�/ it follows that one
can replace ˛ in (2.3.12) by

mX

jD1

jRepj j C
mX

j;hD1

jIm .pj � ph/j:

Representing ˛ C ˇ in the form

˛ C ˇ D ˛

2
641 �

0
@1 � 2�1˛�2

mX

j;hD1

jpj � phj2
1
A
1=2
3
75 ;

we see that on the set
n
� W Pm

jD1 Repj < 0
o

inequality (2.3.12) is equivalent to

(2.3.7).

Sufficiency. Suppose that (2.3.7) holds a.e. on
n
� W Pm

jD1 Repj < 0
o
. Then (2.3.12)

is satisfied a.e. on this set (see the proof of necessity). On the other hand, (2.3.12) is

automatically fulfilled on the set
n
� W Pm

jD1 Repj D ˇ > 0
o
. Hence this inequality

holds for almost all � 2 R
n�1. Therefore, the functionsƒC.�/ andƒ�.�/ defined by

(2.3.9) satisfy the conditionƒCƒ
�1
� 6 const a.e. in R

n�1.
Let u 2 H .RnC/. Using Theorem 2.3.7 we get

˝̋
u.xI 0/˛̨

ƒ
�1=2
C

6 ku W H .RnC/k: (2.3.13)

Since ƒCƒ
�1
� 6 const a.e. in Rn�1, it follows that

˝̋
u.xI 0/˛̨

ƒ
�1=2
�

6 const
˝̋
u.xI 0/˛̨

ƒ
�1=2
C

: (2.3.14)

ReplacingHC.�I �/ byH�.�I �/ in all arguments used in the proof of Theorem 2.3.8,
we construct an element v� 2 H .Rn�/ such that v�.xI 0/ D u.xI 0/ and

˝̋
u.xI 0/˛̨

ƒ
�1=2
�

D ˝̋
v�.xI 0/˛̨

ƒ
�1=2
�

D kv� W H .Rn�/k: (2.3.15)
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From (2.3.13), (2.3.14), and (2.3.15) it follows that

kv� W H .Rn�/k 6 const ku W H .RnC/k:
We show (this would be sufficient to complete the proof) that the elements u and

v� are restrictions of some element v 2 H .Rn/ to H .RnC/ and H .Rn�/, respec-
tively. Following the recipe described in the proof of Theorem 2.3.8, we construct the
fundamental sequence v�

kr
2 C1

0 .R
n
�/, which determines the element v� 2 H .Rn�/.

Let �k.�/ and �r.�/ be the “cut-off” functions used in this procedure.
Consider the sequence Ouk.�I t/ D Ou.�I t/�k.�/, where Ou.�I t/ is the Fourier trans-

form of the element u 2 H .RnC/ w.r.t. x. Further, let

wk.xI t/ D .2�/.1�n/=2

Z

Rn�1

Ouk.�I t/eix�d�;

and let wkr .xI t/ D wk.xI t/�k.�/. It is obvious that wkr 2 C1
0 .R

n
C/, and this

sequence converges in H .RnC/ to the element u as k; r ! 1.
Since u.xI 0/ D v�.xI 0/ and the sequences v�

kr
2 C1

0 .R
n
�/ andwkr 2 C1

0 .R
n
C/

have been constructed by using the same system of “cut-off” functions �k.�/ and
�r .xI t/, we have v�

kr
.xI 0/ D wkr .xI 0/. Therefore, for each fixed pair k; r , the

functions v�
kr
.xI t/ and wkr.xI t/ are restrictions of some function vkr 2 C1

0 .R
n/ to

Rn� and R
n
C, respectively. Since v�

kr
.xI t/ converges in H .Rn�/ to v� and wkr .xI t/

converges in H .RnC/ to u, we conclude that the sequence vkr .xI t/ converges in
H .Rn/ to some limit function v. The functions v� and u are restrictions of v to
H .Rn/ and H .RnC/, respectively. �

2.4 Notes

The main results of this chapter were established by the authors (sometimes in a less
general form) in the paper [GM74]; some of the results were announced in the note
[H58].



Chapter 3

Dominance of differential operators

3.0 Introduction

3.0.1 Description of results

In this chapter we formulate necessary and sufficient conditions for the validity of the
estimates

kR.D/uk2
B1=2 6 C

0
@

mX

jD1

kPj .D/uk2 C
NX

˛D1

˝̋
Q˛.D/u

˛̨2
1
A ;

u 2 C1
0 .R

n
C/

(3.0.1)

and

kR.D/uk2
B1=2 6 C

mX

jD1

kPj .D/uk2; u 2 C1
0 .R

n
C/;

Q˛u.xI 0/ D 0 .˛ D 1; : : : ; N /:

(3.0.2)

It is assumed thatR.�I �/, Pj .�I �/, andQ˛.�I �/ are polynomials in the variable � 2
R
1 with complex measurable coefficients that are locally bounded in R

n�1 and grow
no faster than some power of j�j as j�j ! 1. We suppose also that ordR.�I �/ 6
J D max16j6m ordPj .�I �/ and ordQ˛.�I �/ 6 J � 1.

Criteria for the validity of (3.0.1) and (3.0.2) are given in Section 3.2. To formulate
these criteria, we consider the polynomials (of � ) HC.�I �/ and …C.�I �/ defined in
Chapter 2 (see Subsection 2.0.1), and the polynomials (of �; � 2 R

1)

�.�I �; �/ D .�� �/�1ŒHC.�I �/R.�I �/�R.�I �/HC.�I �/�: (3.0.3)

There exist functions ˇ˛.�I �/ (1 6 ˛ 6 N ) such that the relations

1Z

�1

NX

˛D1

jˇ˛.�I �/j2d� < 1 (3.0.4)

and

D.�I �; �/ defD ŒHC.�I �/��1�.�I �; �/�
NX

˛D1

ˇ˛.�I �/Q˛.�I �/ � 0 .mod…C.�I �//
(3.0.5)

hold for all � 2 R
1 and almost all � 2 R

n�1.
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Denote by Dj .�I �; �/ the polynomials of � (ordDj .�I �; �/ 6 J � 1) satisfying
for all � 2 R

1 and almost all � 2 R
n�1 the conditions

Dj .�I �; �/ � 0 .mod…C.�I �// .j D 1; : : : ; m/I (3.0.6)

D.�I �; �/H�.�I �/ D
mX

jD1

Pj .�I �/Dj .�I �; �/I (3.0.7)

Pi .�I �/Dj .�I �; �/ � Pj .�I �/Di.�I �; �/ .mod…C.�I �/HC.�I �//
.i ¤ j I i; j D 1; : : : ; m/:

(3.0.8)

(Condition (3.0.8) is omitted in the case m D 1).
From Lemma 2.2.1, Chapter 2 it follows that for each system fˇ˛.�I �/g satis-

fying (3.0.5) there exist polynomials Dj .�I �; �/, which are uniquely determined by
conditions (3.0.6)–(3.0.8). In Section 3.2 (Theorem 3.2.2) it is shown that inequality
(3.0.1) holds if and only if

1. there exist functions ˇ˛.�I �/ (˛ D 1; : : : ; N ) that satisfy conditions (3.0.4)
and (3.0.6);

2. the inequality

1Z

�1

inf
fˇ˛.�I�/g

8
<
:

NX

˛D1

jˇ˛.�I �/j2 C
1Z

�1

Pm
jD1 jDj .�I �; �/j2Pm
jD1 jPj .�I �/j2

d�

9
=
;d�

C jR.�I �/j2Pm
jD1 jPj .�I �/j2

6
const

B.�/

(3.0.9)

holds for almost all � 2 R
n�1 and all � 2 R

1. Here Dj .�I �; �/ are the
polynomials defined by conditions (3.0.6)–(3.0.8), and the infimum is taken
over all systems fˇ˛.�I �/g satisfying (3.0.5).

If all polynomialsQ˛.�I �/ vanish identically, then (3.0.1) takes the form

kR.D/uk2
B1=2 6 C

mX

jD1

kPj .D/uk2; u 2 C1
0 .R

n
C/: (3.0.10)

It is established in Theorem 3.2.4 that the estimate (3.0.10) holds if and only if

1. for almost all � 2 R
n�1 and all � 2 R

1 the polynomial (3.0.3) satisfies the
congruence

�.�I �; �/ � 0 .mod…C.�I �//I (3.0.10)

2. the inequality

1Z

�1

1Z

�1

Pm
jD1 jDj .�I �; �/j2Pm
jD1 jPj .�I �/j2

d�d�C jR.�I �/j2Pm
jD1 jPj .�I �/j2

6
const

B.�/
(3.0.11)
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holds for almost all � 2 Rn�1 and all � 2 R1. Here Dj .�I �; �/ are the
polynomials of � satisfying conditions (3.0.6)–(3.0.8) with D.�I �; �/ D
ŒHC.�I �/��1�.�I �; �/.

Finally, the criterion for the validity of the estimate (3.0.2) (Theorem 3.2.3) is as
follows: condition 1 of Theorem 3.2.2 is satisfied and the inequality

1Z

�1

inf
fˇ˛.�I�/g

8
<
:

1Z

�1

Pm
jD1 jDj .�I �; �/j2Pm
jD1 jPj .�I �/j2

d�

9
=
;d�

C jR.�I �/j2Pm
jD1 jPj .�I �/j2

6
const

B.�/

.3:0:110/

holds for almost all � 2 Rn�1 and for all � 2 R1, where the polynomials Dj and the
functions ˇ˛ are the same as in Theorem 3.2.2.

All these results are deduced from necessary and sufficient conditions for the va-
lidity of inequalities of the types (3.0.1) and (3.0.2) for ordinary differential operators
on the semi-axis t > 0, as well as from the estimates of the sharp constants in these
inequalities.

In Section 3.3 we consider several examples. In Subsection 3.3.1 it is shown
that the well-known theorem by N. Aronszajn [Aro54] on necessary and sufficient
coercivity conditions for a system of operatorsPj .D/ in the half-space RnC is a direct
consequence of the results of Section 3.2. In Subsection 3.3.2 we consider the case
when m D 1 and the number N of the boundary operators Q˛.D/ is (in a certain
sense) minimal. Necessary and sufficient conditions for this case were established by
the authors in [MG75], where we used other methods and a different terminology. In
Subsection 3.3.2 it is shown that the main result of [MG75] follows from the general
criterion obtained in Section 3.2. The estimates of the type (3.0.1) for operators Pj
of the first order in t are studied in Subsection 3.3.3.

Other applications of the results of this chapter are given in Chapter 4.

3.0.2 Remarks on the method of proving the main result

The study of the validity conditions for the estimates (3.0.1), (3.0.2), and (3.0.10) is
based to a large extent on the results of Chapter 2. We explain this relationship using
as example the estimate (3.0.10). Applying the method of localization in � and using
the Fourier transform w.r.t. x, we obtain similarly to Subsection 1.0.2 that (3.0.10) is
valid if and only if the estimate

1Z

0

jR .�I �i d=dt/ vj2 dt 6 ƒ.�/

1Z

0

mX

jD1

ˇ̌
Pj .�I �i d=dt/ v

ˇ̌2
dt (3.0.12)

with v 2 C1
0 .R

1
C/ holds true for almost all � 2 R

n�1, and the sharp constant ƒ.�/
in (3.0.12) satisfies the condition

B.�/ƒ.�/ 6 C: (3.0.13)
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Necessity of (3.0.10) is established in the same manner as necessity of (2.0.9) in
Subsection 2.0.2. Notice only that, in accordance with (3.0.3), the congruences
�.�I �; �/ � 0 .mod…C.�I �// and R.�I �/ � 0 .mod…C.�I �// are equivalent.
Without loss of generality we can assume that …C.�I �/ D 1. For the sake of sim-
plicity, we assume also that the leading coefficient of the polynomial HC.�I �/ is
equal to 1, and its � -roots �1.�/; : : : ; �J .�/ are pairwise distinct a.e. in R

n�1.

Variational problem in a finite-dimensional space and estimates of the sharp con-

stants. We consider the positive definite J � J matrix B.�/ defined by (2.0.14) from
Chapter 2. Let a.�I �/ D .a%.�I �// 2 C

J be the vector-function with the components

a%.�I �/ D ŒHC.�I �/��1�.�I �; �%.�// .% D 1; : : : ; J /: (3.0.14)

By (3.0.3), these components are continuous and belong to L2.R1/ as func-
tions of the variable �. Let x D . Nx1; : : : ; NxJ / 2 C

J , and let x.t/ DPJ
%D1 x% exp .i�%.�/t/. Using the easily verifiable identity

1Z

�1

j .a.�I �/; x/J j2d� D 2�

1Z

0

jR .�I �i d=dt/ x.t/j2 dt

and arguing in the same way as in Subsection 2.0.2, we can show that (3.0.12) is true
if and only if the estimate

1Z

�1

j .a.�I �/; x/J j2d� 6 2�ƒ1.�/ .B.�/x; x/J ; x 2 C
J (3.0.15)

holds a.e. in Rn�1 and the inequality

1Z

0

jR .�I �i d=dt/ vj2 dt 6 ƒ2.�/

1Z

0

mX

jD1

ˇ̌
Pj .�I �i d=dt/ v

ˇ̌2
dt;

v 2 C1
0 .R

1
C/; v.p/.0/ D 0 .p D 0; : : : ; J � 1/

(3.0.16)

is satisfied. Here, the sharp constants ƒ.�/, ƒ1.�/, and ƒ2.�/ from inequalities
(3.0.12), (3.0.15), and (3.0.16), respectively, satisfy the estimate1

2�1ƒ.�/ 6 max .ƒ1.�/;ƒ2.�// 6 ƒ.�/:

Since (3.0.16) must be fulfilled for functions v.t/ satisfying the homogeneous Cauchy
data, we have2

ƒ2.�/ D sup
jR.�I �/j2Pm
jD1 jPj .�I �/j2

: (3.0.17)

1A complete proof of an analogous statement corresponding to the estimate (3.0.1) is given in Lemma 3.1.6.
2For more details, see the proof of Theorem 3.1.9.
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Along with (3.0.15) we consider the inequality

j .a.�I �/; x/J j2 6 �1.�I �/ .B.�/x; x/J ; x 2 C
J : (3.0.18)

It is obvious that each of inequalities (3.0.15) and (3.0.18) holds true if and only if
for every � 2 R1 all elements x 2 kerB satisfy the condition .a.�I �/; x/J D 0.
Since the left-hand side of (3.0.15) is the result of integration of the left-hand side
of (3.0.18) over R1, the sharp constants ƒ1.�/ and �1.�I �/ in (3.0.15) and (3.0.18),
respectively, satisfy the estimate

c1ƒ1.�/ 6

1Z

�1

�1.�I �/d� 6 c2ƒ1.�/:
3 (3.0.19)

From the results of Chapter 2 and (3.0.14) it follows that the sharp constant
�1.�I �/ coincides with the sharp constant appearing in the boundary estimate

ˇ̌
ŒHC.�I �/��1� .�I �;�i d=dt/ vjtD0

ˇ̌2
6 �1.�I �/

mX

jD1

1Z

0

ˇ̌
Pj .�I �i d=dt/ v

ˇ̌2
dt;

v 2 C1
0 .R

1
C/

(3.0.20)
for ordinary differential operators. According to Theorem 2.1.17, Chapter 2, we have

�1.�I �/ D 1

2�

1Z

�1

Pm
jD1 jDj .�I �; �/j2Pm
jD1 jPj .�I �/j2

d�; (3.0.21)

where Dj .�I �; �/ are the polynomials satisfying conditions (3.0.6)-(3.0.8) with
D.�I �; �/D ŒHC.�I �/��1�.�I �; �/. Using (3.0.17), (3.0.19), (3.0.21) and (3.0.13),
we arrive at (3.0.11).

3.1 Estimates for ordinary differential operators on the

semi-axis

Let R, Pj , andQ˛ be polynomials of the variable � 2 R
1 with complex coefficients,

and let J D max ord Pj > 1, ord R 6 J , and max ord Q˛ 6 J � 1. In this section

3A complete proof of this assertion is given in Lemma 3.1.1.
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we establish necessary and sufficient conditions for the validity of the inequalities

1Z

0

jR .�i d=dt/ uj2 dt 6 ƒ

" 1Z

0

mX

jD1

ˇ̌
Pj .�i d=dt/ u

ˇ̌2
dt

C
NX

˛D1

jQ˛ .�i d=dt/ ujtD0j2
�
;

u 2 C1
0 .R

1
C/;

(3.1.1)

1Z

0

jR .�i d=dt/ uj2 dt 6 ƒ0

1Z

0

mX

jD1

ˇ̌
Pj .�i d=dt/ u

ˇ̌2
dt;

Q˛ .�i d=dt/ ujtD0 D 0;

u 2 C1
0 .R

1
C/ .˛ D 1; : : : ; N /

(3.1.10)

and give upper and lower bounds for the sharp constantsƒ,ƒ0 figuring in (3.1.1) and
(3.1.10), respectively.

3.1.1 A variational problem in a finite-dimensional space

As already noted, the estimates for ordinary differential operators on the semi-axis are
equivalent to certain inequalities in a finite-dimensional space. In Subsection 3.1.3
it will be shown that (3.1.1) is equivalent to (3.1.26) and (3.1.27), while (3.1.10) is
equivalent to (3.1.36) and (3.1.27). In this subsection, we consider the variational
problems which are equivalent to (3.1.26) and (3.1.36): we find necessary and suffi-
cient conditions ensuring the boundedness of the function ‰1.z/, defined by (3.1.4),
on CJ and the functions (3.1.14) on the subspace (3.1.10), respectively; and give
estimates for the suprema of these functions (Lemmas 3.1.2-3.1.4). To prove these
results, we begin with a statement related to a variational problem with a parameter.

Suppose that quadratic forms A .�; zI z/ > 0, B.zI z/ > 0, z 2 B, � 2 R
1 are

given on the subspace B of the complex space CJ . We assume that A .�; zI z/ is
continuous w.r.t. � and A .�; zI z/ 2 L1.R1/ for all z 2 B. We set

ˆ.�; z/ D A .�; zI z/

B.zI z/
; ‰.z/ D

1Z

�1

ˆ.�; z/d�: (3.1.2)

It follows from (3.1.2) that‰.z/ is bounded on B if and only if we have ker B.zI z/ �
ker A .�; zI z/ for all � 2 R1, or, what is the same, if and only if the function ˆ.�; z/
is bounded for all � 2 R

1.

Let X be the orthogonal complement of the subspace ker B.zI z/ in B, and let
r D dimX.
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Lemma 3.1.1. Let the functions ˆ.�; z/ and ‰.z/ be defined by (3.1.2), let the

function ‰.z/ be bounded on B, and let �.�/ D supz2Bˆ.�; z/ and the constant

ƒ D supz2B‰.z/. Then �.�/ 2 L1.R1/ and ƒ satisfies the estimates

r�1ƒ 6

1Z

�1

�.�/d� 6 rƒ: (3.1.3)

Proof. It is obvious that B.zI z/ is positive definite on X, and �.�/ D supz2Xˆ.�; z/,
ƒ D supz2X‰.z/. Let B.z1I s2/ be the bilinear form corresponding to B.zI z/. We
define in X the scalar product fz1; z2g D B.z1I z2/ and consider a nonnegative r � r
matrix U.�/ satisfying fU.�/z; zg D A .�; zI z/ for z 2 X. It is evident that its
entries are continuous functions from L1.R1/, and �.�/ is the largest eigenvalue of
1R

�1

U.�/d�. Therefore, r�1 trU.�/ 6 �.�/ 6 trU.�/ and

r�1 tr

0
@

1Z

�1

U.�/d�

1
A 6 ƒ 6 tr

0
@

1Z

�1

U.�/d�

1
A :

From these inequalities it follows that �.�/ 2 L1.R1/ and ƒ satisfies (3.1.3). �

Now we turn to the consideration of variational problems discussed at the begin-
ning of this subsection.

We denote by .�; �/� and .�; �/� the scalar products in the complex spaces C� and

C� , respectively, and set CJ D C� � C� . The elements z 2 CJ will be written
as z D .xI y/, where x 2 C

� and y 2 C
� . Suppose that c˛ 2 C

� and d˛ 2 C
�

(˛ D 1; : : : ; N ). Let a.�/ ¤ 0 be a �-dimensional vector-function with continuous
components belonging to L2.R1/, and let B be a non-negative � � � matrix. For
z 2 C

J , � 2 R
1 set

ˆ1.�; z/ D j .a.�/; x/� j2
.Bx; x/� CPN

˛D1 j .c˛; x/� C .d˛; y/� j2
;

‰1.z/ D
1Z

�1

ˆ1.�; z/d�;

(3.1.4)

ƒ1 D sup
z2CJ

‰1.z/: (3.1.5)

Lemma 3.1.2. The function ‰1.z/ defined by (3.1.4) is bounded on CJ if and only if

there exist functions ˇ˛.�/ 2 L2.R1/ that satisfy the following conditions:

1. The equality
NX

˛D1

ˇ˛.�/d˛ D 0 (3.1.6)

holds for all � 2 R
1.
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2. The equation

Bx.�/ D a.�/�
NX

˛D1

ˇ˛.�/c˛ (3.1.7)

is solvable for every � 2 R1.

If these conditions are satisfied and x0.�/ is an arbitrary solution of (3.1.7), then

the constantƒ1 defined by (3.1.5) satisfies the estimate

r�1ƒ1 6

1Z

�1

inf
fˇ˛.�/g

"
.Bx0.�/; x0.�//� C

NX

˛D1

jˇ˛.�/j2
#
d� 6 rƒ1; (3.1.8)

where the infimum is taken over all fˇ˛.�/g satisfying conditions 1 and 2, and r is an

integer such that 0 < r 6 J .

Proof. The boundedness of the function ‰1.z/ on CJ is equivalent to the bounded-
ness of the function ˆ1.�; z/ for all � 2 R

1. Substituting a D a.�/ and b D 0
in Lemma 2.1.6, Chapter 2, we see that this boundedness, in turn, is equivalent to
conditions 1 and 2 of the present lemma. In addition, we have

�1.�/ D sup
z2CJ

ˆ1.�; z/ D inf
fˇ˛.�/g

"
.Bx0.�/; x0.�//� C

NX

˛D1

jˇ˛.�/j2
#
: (3.1.9)

Thus, (3.1.8) follows from Lemma 3.1.1 (with B D CJ ) and (3.1.9). �

Suppose that the matrix B, the vectors c˛, d˛, and the vector-function a.�/ are
the same as in Lemma 3.1.2. Let z D .xI y/ 2 C

J , and let

B D fz W .c˛; x/� C .d˛; y/� D 0; ˛ D 1; : : : ; N g: (3.1.10)

For z 2 B we set

ˆ10.�; z/ D j.a.�/; x/�j2Œ.Bx; x/��
�1; (3.1.11)

�10.�/ D sup
z2B

ˆ10.�; z/: (3.1.12)

Lemma 3.1.3. The functionˆ10.�; z/ is bounded on the subspaceB for every � 2 R
1

if and only if there exist functions ˇ˛.�/ 2 L2.R1/ satisfying conditions 1 and 2 of

Lemma 3.1.2. If these conditions are satisfied and x0.�/ is an arbitrary solution of

(3.1.7), then

�10.�/ D inf
fˇ˛.�/g

.Bx0.�/; x0.�//� ; (3.1.13)

where the infimum is taken over all fˇ˛.�/g satisfying conditions 1 and 2 of Lemma

3.1.2.
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Proof. All statements of this lemma are essentially contained in Lemma 2.1.18, Chap-
ter 2. It is only necessary to replace in that lemma a by a.�/, set b D 0, and notice that
the boundedness of the function (3.1.11) on the subspace (3.1.10) is equivalent to the
boundedness of the function ˆ1.�; z/, defined by (3.1.4), on the space C� � C� . �

Lemmas 3.1.1 and 3.1.3 imply immediately the following assertion.

Lemma 3.1.4. Let the function ˆ10.�; z/ and the subspace B be defined by (3.1.11)
and (3.1.10), respectively, and let

‰10.z/ D
1Z

�1

ˆ10.�; z/d�; z 2 B: (3.1.14)

The function (3.1.14) is bounded on the subspace B if and only if there exist func-

tions ˇ˛.�/ 2 L2.R1/ (1 6 ˛ 6 N ) satisfying conditions 1 and 2 of Lemma 3.1.2. If

these conditions are satisfied, x0.�/ is an arbitrary solution of (3.1.7), and

ƒ10 D sup
z2B

‰10.z/; (3.1.15)

then

r�1ƒ10 6

1Z

�1

inf
fˇ˛.�/g

.Bx0.�/; x0.�//� d� 6 rƒ10: (3.1.16)

(Here, r is an integer such that 0 < r 6 J , and the infimum is taken over all systems

fˇ˛g satisfying conditions 1 and 2 of Lemma 3.1.2).

3.1.2 The simplest lower bound for the constant ƒ

In this subsection we obtain the lower bound (3.1.17) for the constantƒ from inequal-
ity (3.1.1). It is a direct consequence of inequality (3.1.1). It can be also regarded as
the first natural restriction on the class of operators R for which (3.1.1) holds. In
particular, the polynomial R.�/ must satisfy condition (3.1.23) below.

Lemma 3.1.5.4 If for someƒ < 1 the estimate (3.1.1) holds for all u 2 C1
0 .0;C1/,

then

ƒ > sup
jR.�/j2Pm
jD1 jPj .�/j2

: (3.1.17)

Proof. We substitute in (3.1.1) u.t/ D v.tCa/, where v 2 C1
0 .R

1/ and the constant
a 2 R1 satisfies the condition supp v\.�1; a/ D ;. SinceQ˛ .�i d=dt/ ujtD0 D 0

4Cf. Lemma 1.1.5, Chapter 1.
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(˛ D 1; : : : ; N ), we have

1Z

�1

jR .�i d=dt/ vj2 dt 6 ƒ

1Z

�1

mX

jD1

ˇ̌
Pj .�i d=dt/ v

ˇ̌2
dt;

v 2 C1
0 .R

1/:

(3.1.18)

Inequality (3.1.17) is a trivial consequence of (3.1.18). �

3.1.3 Reduction of the estimates for ordinary differential operators

on the semi-axis to variational problems in a finite-dimensional

space

In this subsection we show that (3.1.1) is equivalent to inequalities (3.1.26) and
(3.1.27), whereas (3.1.10) is equivalent to inequalities (3.1.36) and (3.1.27).

Let us define the dimensions�, �, the vectors c˛, d˛, the matrix B and the vector-
function a.�/ that appear in (3.1.26) and (3.1.36). Let R, Pj , and Q˛ be the polyno-
mials considered at the beginning of Section 3.1. Set

mX

jD1

jPj .�/j2 D HC.�/H�.�/; (3.1.19)

whereHC.�/ is a polynomial of degree J with roots lying in the half-plane Im � > 0,

� D �C i� , andH�.�/ D HC.�/. Let…C.�/ denote the greatest common divisor of
HC and P1; : : : ; Pm, and let the leading coefficient of…C.�/ be equal to 1. Consider
the factorization …C D …0…1, where …0.�/ is a polynomial with real roots, while
the roots of the polynomial…1.�/ are non-real. We set HC D HC=…0.

We define the dimensions � and � by

� D ord HC.�/; � D ord …0.�/: (3.1.20)

Clearly, �C � D J .
Let �% (% D 1; : : : ; l1) be the roots of the polynomialHC, and let h% (h1 C � � � C

hl1 D �) be their multiplicities. Similarly, let �ı .ı D 1; : : : ; l2/ be the roots of the
polynomial…0, and let gı (g1 C � � � C gl2 D �) be their multiplicities. We define the
vectors c˛ 2 C

� and d˛ 2 C
� as follows:

c˛ D
�
Q.~/
˛ .�%/

�
; d˛ D

�
Q.ˇ/
˛ .�ı/

�

.% D 1; : : : ; l1; ~ D 0; : : : ; h% � 1; ı D 1; : : : ; l2;

ˇ D 0; : : : ; gı � 1; ˛ D 1; : : : ; N /:

(3.1.21)

Let B D �
P%~�ˇ .�%; �� /

�
be a � � � matrix, with its rows labeled by the indices

%, ~ D ~.%/ and its columns labeled by the indices � , ˇ.�/. These indices take the
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values %; � D 1; : : : ; l1; ~.%/ D 0; : : : ; h% � 1; ˇ.�/ D 0; : : : ; h� � 1. The entries of
this matrix are defined by

P%~�ˇ .�%; �� / D i

ˇX

bD0

~X

kD0

.�1/~�kC b
ˇ
C k~ .ˇ � b C ~ � k/Š

.�% � N�� /ˇ�bC~�kC1

�
mX

jD1

P
.k/
j .�%/P

.b/

j . N�� /:
(3.1.22)

Since B is the matrix defined by relations (2.1.35) from Chapter 2, we have B > 0.
Therefore, inequality (2.1.36) from Chapter 2 holds true.

Further, to define the vector-function a.�/, we will assume that

R � 0 .mod…0/: (3.1.23)

This congruence follows directly from (3.1.17), which is a necessary condition for
the validity of (3.1.1) for functions u 2 C1

0 .0;C1/.
We introduce the polynomial

�.�; �/ D .�� �/�1ŒHC.�/R.�/�HC.�/R.�/� (3.1.24)

and put

a.�/ D �
a%~.�/

�
; a%~.�/ D ŒHC.�/�

�1 @
~�

@�~

ˇ̌
ˇ̌
�D�%

; (3.1.25)

where % D 1; : : : ; l1 and ~ D 0; : : : ; h%�1. By (3.1.24) and (3.1.23), the components
of a.�/ are continuous and belong to L2.R1/.

We now turn to the main results of this subsection.

Lemma 3.1.6. The estimate (3.1.1) is valid for some ƒ < 1 if and only if the

following conditions are satisfied:

1. The inequality

1Z

�1

j .a.�/; x/� j2d� 6 2�ƒ1

"
.Bx; x/� C

NX

˛D1

j .c˛; x/� C .d˛; y/� j2
#

(3.1.26)
holds true for all z D .x; y/ 2 C� � C� . Here �, � are the dimensions defined

by (3.1.20), c˛, d˛ are the vectors defined by (3.1.21), B is the matrix (3.1.22),
and a.�/ is the vector-function (3.1.25).

2. The estimate

1Z

0

jR .�i d=dt/ vj2 dt 6 ƒ2

1Z

0

mX

jD1

ˇ̌
Pj .�i d=dt/ v

ˇ̌2
dt;

v 2 C1
0 .R

1
C/; v.p/.0/ D 0 .p D 0; : : : ; J � 1/

(3.1.27)

holds true.
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If ƒ, ƒ1, and ƒ2 are the sharp constants in (3.1.1), (3.1.26), and (3.1.27), then

2�1ƒ 6 max .ƒ1; ƒ2/ 6 ƒ.

Proof. The necessity of condition 2 and the validity of the estimate ƒ > ƒ2 are
trivial. We show necessity of condition 1.

Let .xI y/ D . Nx%~I Nyı˛/ 2 C� � C� , and let z.t/ D x.t/C y.t/ be a solution of
the equationHC .�i d=dt/ z D 0, where

x.t/ D
l1X

%D1

h%�1X

~D0

x%~.it/
~ exp.i�%t/; t > 0I x.t/ D 0; t < 0I (3.1.28)

y.t/ D
l2X

ıD1

gı�1X

˛D0

yı˛.it/
˛ exp.i�ı t/; t > 0I y.t/ D 0; t < 0: (3.1.29)

Taking into account (3.1.23) and applying Lemma 1.1.7 of Chapter 1, one can con-
struct a sequence zs 2 C1

0 .R
1
C/ such that .zs � z/.p/

ˇ̌
tD0

D 0 (s D 1; 2; : : : ;
p D 0; : : : ; J � 1) and

lim
s!1

2
4

1Z

0

jR .�i d=dt/ .zs � z/j2 dt C
mX

jD1

1Z

0

ˇ̌
Pj .�i d=dt/ .zs � z/

ˇ̌2
dt

3
5 D 0:

Therefore, z.t/ satisfies inequality (3.1.1). From (3.1.29) it follows that
Pj .�i d=dt/ y.t/ D 0 (j D 1; : : : ; m). On the other hand, in view of (3.1.28) one
can recast equation (2.1.36) from Chapter 2 as

.Bx; x/� D
mX

jD1

1Z

0

ˇ̌
Pj .�i d=dt/ x.t/

ˇ̌2
dt: (3.1.30)

Consequently, we have

mX

jD1

1Z

0

ˇ̌
Pj .�i d=dt/ z

ˇ̌2
dt D .Bx; x/� : (3.1.31)

Using (3.1.28), (3.1.29), and (3.1.21), we get

Q˛ .�i d=dt/ zjtD0 D .c˛; x/� C .d˛; y/� .˛ D 1; : : : ; N /: (3.1.32)

Let �.�; �/ be the polynomial (3.1.24). Since HC � 0 .modHC/,

ŒHC.�/�
�1@

~�

@�~

ˇ̌
ˇ̌
�D�%

D @~

@�~

�
R.�/

� � �
� ˇ̌
ˇ̌
�D�%

.% D 1; : : : ; l1I ~ D 0; : : : ; h% � 1/:
(3.1.33)
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The integral
1R

�1

j .a.�/; x/� j2d� is calculated by means of the residue theorem.

In doing so, we have to use (3.1.25) and (3.1.33). Then, we arrive at

1Z

�1

j .a.�/; x/� j2d� D 2�

1Z

0

jR .�i d=dt/ x.t/j2 dt: (3.1.34)

Now let us substitute the function z.t/ in (3.1.1). It follows from (3.1.23) that
R .�i d=dt/ z.t/ D R .�i d=dt/ x.t/. Hence, inequality (3.1.1) for z.t/ is trans-
formed into (3.1.26) with the constant 2�ƒ (see (3.1.34), (3.1.31), and 3.1.32)).
Therefore,ƒ > ƒ1.

To prove the sufficiency of conditions 1 and 2, one has to use the representation
(2.1.38) from Chapter 2 for an arbitrary function u 2 C1

0 .R
1
C/, where x.t/ and

y.t/ are the functions (3.1.28) and (3.1.29), respectively. Further, condition 2 implies
(see the proof of Lemma 3.1.5) the validity of (3.1.18) with ƒ D ƒ2. This yields
(3.1.17) (with ƒ replaced by ƒ2) and (3.1.23). Setting z.t/ D x.t/ C y.t/, we get
R .�i d=dt/ z.t/ D R .�i d=dt/ x.t/. Therefore, taking into account (3.1.31) and
(3.1.32), we can rewrite (3.1.26) in the form

1Z

0

jR .�i d=dt/ zj2 dt 6 ƒ1

"
mX

jD1

1Z

0

ˇ̌
Pj .�i d=dt/ z

ˇ̌2
dt

C
NX

˛D1

jQ˛ .�i d=dt/ zjtD0j2
#
:

(3.1.35)

Arguing in the same way as in the proof of necessity of condition 1, we approximate
z.t/ by functions zs 2 C1

0 .R
1
C/. Then the functions vs D u � zs satisfy (3.1.27),

and

lim
s!1

2
4

1Z

0

jR .�i d=dt/ .vs � v/j2 dt C
mX

jD1

1Z

0

ˇ̌
Pj .�i d=dt/ .vs � v/ˇ̌2 dt

3
5 D 0:

Hence, the function v in representation (2.1.38), Chapter 2, satisfies also inequality
(3.1.27). Since

mX

jD1

1Z

0

Pj .�i d=dt/ vPj .�i d=dt/ Œ.it/~ exp.i�%t/�dt

D
1Z

0

v.t/

mX

jD1

jPj j2 .�i d=dt/ Œ.it/~ exp.i�%t/�dt D 0
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(% D 1; : : : ; l1; ~ D 0; : : : ; h% � 1), we have

1Z

0

mX

jD1

ˇ̌
Pj .�i d=dt/ u

ˇ̌2
dt D

1Z

0

mX

jD1

ˇ̌
Pj .�i d=dt/ v

ˇ̌2
dt

C
1Z

0

mX

jD1

ˇ̌
Pj .�i d=dt/ z

ˇ̌2
dt:

It is also evident that Q˛ .�i d=dt/ ujtD0 D Q˛ .�i d=dt/ zjtD0, (˛ D 1; : : : ; N ).
Combining (3.1.27) and (3.1.35), we obtain (3.1.1) with ƒ 6 2max .ƒ1; ƒ2/. �

An analogous statement is valid for functions satisfying homogeneous boundary
conditions.

Lemma 3.1.7. The estimate (3.1.10) is true for some ƒ < 1 if and only if condition

2 of Lemma 3.1.6 is satisfied and the inequality

1Z

�1

j .a.�/; x/� j2d� 6 2�ƒ10 .Bx; x/� (3.1.36)

holds for all z D .xI y/ 2 B, whereB is the subspace (3.1.10). Here, c˛ and d˛ are the

vectors defined by (3.1.21), B is the matrix (3.1.22), and a.�/ is the vector-function

definded by (3.1.25). If ƒ0, ƒ10, and ƒ2 are the sharp constants in the estimates

(3.1.10), (3.1.36), and (3.1.27), respectively, then 2�1ƒ0 6 max .ƒ10; ƒ2/ 6 ƒ0.

The proof of this lemma is a verbatim repetition of the proof of Lemma 3.1.6,
where ƒ and ƒ1 are replaced by ƒ0 and ƒ10, respectively.

3.1.4 Necessary and sufficient conditions for the validity

of inequalities (3.1.1) and (3.1.10)

We now turn to the main results of this section.

Lemma 3.1.8. For any polynomial D.�; �/ of the variable � 2 R1 (which depends

on a parameter � 2 R
1) such that D.�; �/ � 0 .mod…C.�// and ordD 6 J � 1

for all � 2 R
1 there exist uniquely determined polynomials (of � ) Dj .�; �/ with

ordDj 6 J � 1 (j D 1; : : : ; m) that satisfy for all � 2 R1 the following conditions:

Dj .�; �/ � 0 .mod…C.�// .j D 1; : : : ; m/I (3.1.37)

Pl.�/Dj .�; �/ � Pj .�/Dl.�; �/ .mod…C.�/HC.�//

.l ¤ j I l; j D 1; : : : ; m/I (3.1.38)
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D.�; �/H�.�/ D
mX

jD1

Pj .�/Dj .�; �/: (3.1.39)

(In the case m D 1 condition (3.1.38) is omitted.)

This lemma is a natural generalization of Lemma 2.1.1, Chapter 2 to polynomials
depending on a parameter.

Theorem 3.1.9. The estimate (3.1.1) is true for some ƒ < 1 if and only if

sup
jR.�/j2Pm
jD1 jPj .�/j2

< 1 and there exist functions ˇ˛.�/ 2 L2.R1/ such that

D.�; �/
defD ŒHC.�/�

�1�.�; �/ �
NX

˛D1

ˇ˛.�/Q˛.�/ � 0 .mod…C.�// (3.1.40)

for all � 2 R
1. Here�.�; �/ is the polynomial defined by (3.1.24). The sharp constant

ƒ in inequality (3.1.1) satisfies the estimates

c1ƒ 6

1Z

�1

inf
fˇ˛.�/g

8
<
:

NX

˛D1

jˇ˛.�/j2 C
1Z

�1

Pm
jD1 jDj .�; �/j2Pm
jD1 jPj .�/j2

d�

9
=
; d�

C sup

 
jR.�/j2Pm
jD1 jPj .�/j2

!
6 c2ƒ;

(3.1.41)

where the polynomials Dj .�; �/ of the variable � with ordDj 6 J � 1 (j D
1; : : : ; m) satisfy conditions (3.1.37)–(3.1.39), and the infimum is taken over all sys-

tems fˇ˛.�/g figuring in (3.1.40).

Proof. Necessity. The necessity of the first condition of this theorem follows from
Lemma 3.1.5. We show that the necessity of the second condition follows from Lem-
mas 3.1.2 and 3.1.6. Let ‰1 be the function defined in (3.1.4) w.r.t. the vectors
(3.1.21), the matrix (3.1.22), and the vector-function (3.1.25). By Lemma 3.1.6, ‰1
is bounded on C

J . Therefore, there exist functions ˇ˛.�/ 2 L2.R1/ that satisfy con-
ditions 1 and 2 of Lemma 3.1.2. On the other hand, for all � 2 R

1 these conditions
are equivalent to (3.1.40). To establish this, it suffices to replace the polynomialR.�/
by the polynomials (3.1.24) and the numbers ˇ˛ by the functions ˇ˛.�/ in the proof
of the necessity of the conditions of Theorem 2.1.17, Chapter 2.

Sufficiency. Condition 1 of Lemma 3.1.6 follows from Lemma 3.1.2 and the sec-
ond condition of the theorem. We show that, under the assumptions of the theorem,
condition 2 of Lemma 3.1.6 is also satisfied.

Let v 2 C1
0 .R

1
C/ and v.p/.0/ D 0 (p D 0; : : : ; J � 1). We extend v to the whole

R
1 by setting v.t/ D 0 for t < 0. Since ordR, ordPj 6 J and v.p/.0/ D 0 for

p 6 J � 1, we have

Ft!� ŒR .�i d=dt/ v� D R.�/Ft!�v; Ft!�

�
Pj .�i d=dt/ v

� D Pj .�/Ft!�v:
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Therefore, the inequality

1Z

�1

jFt!� ŒR .�i d=dt/ v�j2 d� 6 sup
jR.�/j2

mP
jD1

jPj .�/j2

1Z

�1

ˇ̌
Ft!�

�
Pj .�i d=dt/

�
v
ˇ̌2
d�

is valid. From here and Parseval’s identity we obtain (3.1.27) with ƒ2 6

sup

 
jR.�/j2Pm
jD1 jPj .�/j2

!
.

Estimates of the sharp constantƒ. Let ƒ2 be the sharp constant in (3.1.27). It is not

difficult to show that ƒ2 > sup

 
jR.�/j2Pm
jD1 jPj .�/j2

!
. To do this, it suffices to apply

to (3.1.27) the arguments from the proof of Lemma 3.1.5. Taking into account the
above-established estimate for ƒ2, we find that

ƒ2 D sup

 
jR.�/j2Pm
jD1 jPj .�/j2

!
: (3.1.42)

Let ˇ˛.�/ be the functions figuring in (3.1.40), and let x0.�/ be a solution of
(3.1.7), which is written for the vectors (3.1.21), the vector-function (3.1.24) and
the matrix (3.1.22). Then, in accordance with equation (2.1.60) from Chapter 2, we
obtain:

.Bx0.�/; x0.�//� D .2�/�1
1Z

�1

0
@

mX

jD1

jPj .�/j2
1
A

�1
mX

jD1

jDj .�; �/j2d�; (3.1.43)

where Dj .�; �/ are the polynomials of � discussed in Lemma 3.1.8.
Therefore, (3.1.41) follows from Lemma 3.1.6, equations (3.1.42)–(3.1.43), and

the estimates (3.1.8). �

Finally, we present a result on inequalities for functions satisfying homogeneous
boundary conditions.

Theorem 3.1.10. The estimate (3.1.10) holds true for some ƒ0 < 1 if and only if

conditions of Theorem 3.1.9 are satisfied. The sharp constantƒ0 in inequality (3.1.10)
satisfies the estimates

c1ƒ0 6

1Z

�1

inf
fˇ˛.�/g

8
<
:

1Z

�1

Pm
jD1 jDj .�; �/j2Pm
jD1 jPj .�/j2

d�

9
=
;d�

C sup

 
jR.�/j2Pm
jD1 jPj .�/j2

!
6 c2ƒ0;

(3.1.44)

where the polynomialsDj and the functions ˇ˛ are the same as in Theorem 3.1.9.
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Proof. To prove this assertion, it suffices to make several changes in the proof of
Theorem 3.1.9. The role of Lemma 3.1.6 is now played by Lemma 3.1.7. Inequality
(3.1.36) is equivalent to the boundedness of the function ‰10, defined by (3.1.14),
on the subspace (3.1.10). Therefore, the references to Lemma 3.1.2 in the proof of
Theorem 3.1.9 should be replaced by references to Lemma 3.1.4. �

3.1.5 Inequalities for functions without boundary conditions

In this subsection, we consider two estimates for functions u 2 C1
0 .R

1
C/ without

boundary conditions: inequalities (3.1.45) and (3.1.48). A criterion for the validity of
the first of these inequalities follows directly from Theorem 3.1.9, if we setQ˛.�/ D
0 (˛ D 1; : : : ; N ) there. The second inequality is a special case of the first one for
m D 1, which is related to polynomials with the roots lying in the lower complex
half-plane.

Theorem 3.1.11. The estimate

1Z

0

jR .�i d=dt/ uj2 dt 6 ƒ

1Z

0

mX

jD1

ˇ̌
Pj .�i d=dt/ u

ˇ̌2
dt; u 2 C1

0 .R
1
C/

(3.1.45)
holds for some ƒ < 1 if and only if

sup

 
jR.�/j2Pm
jD1 jPj .�/j2

!
< 1

and the congruence

�.�; �/ � 0 .mod…C.�// (3.1.46)

holds for all � 2 R
1. Here � is the polynomial defined by (3.1.24). The sharp

constantƒ in (3.1.45) satisfies the estimate

c1ƒ 6

1Z

�1

1Z

�1

Pm
jD1 jDj .�; �/j2Pm
jD1 jPj .�/j2

d�d�Csup

 
jR.�/j2Pm
jD1 jPj .�/j2

!
6 c2ƒ; (3.1.47)

where the polynomials Dj are constructed for the polynomial D.�; �/ D
ŒHC.�/�

�1�.�; �/ in accordance with Lemma 3.1.8.

We now formulate a criterion for the validity of (3.1.48). Applications of this
result will be given in Sections 3.2 and 3.3.

Proposition 3.1.12. LetK.�/,L.�/ be polynomials of the variable � 2 R
1 with com-

plex coefficients such that ordK.�/ 6 ordL.�/, and let all the roots of the polynomial
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L.�/ lie in the half-plane Im � < 0, � D � C i� . Then

1Z

0

jK .�i d=dt/ uj2 dt 6 ƒ

1Z

0

jL .�i d=dt/ uj2 dt (3.1.48)

for all u 2 C1
0 .R

1
C/. The sharp constantƒ in (3.1.48) is equal to sup jK.�/=L.�/j2.

Proof. Let u 2 C1
0 .R

1
C/, let f .t/ D L .�i d=dt/ u for t > 0, f .t/ D 0 for t < 0,

and let v.t/ D F �1
�!t .Ft!�f=L.�//. Since the roots of the polynomial L.�/ lie in

the half-plane Im � < 0, we have u.t/ D v.t/ for t > 0. Therefore,

K .�i d=dt/ u D F�1
�!t

�
K.�/

L.�/
Ft!�f

�
; t > 0: (3.1.49)

Since ordK 6 ordL and the roots of the polynomial L.�/ are not real, we conclude
that

sup jK.�/=L.�/j < 1:

It follows from (3.1.49) that for all u 2 C1
0 .R

1/ the estimate (3.1.48) holds and

ƒ D sup jK.�/=L.�/j2.

The opposite inequality forƒ is obtained by applying Lemma 3.1.5 to the estimate
(3.1.48). �

3.2 Estimates in a half-space. Necessary and sufficient

conditions

In this section we formulate theorems on necessary and sufficient conditions for the
validity of the estimates (3.0.1), (3.0.2), and (3.0.10). Furthermore, we derive a num-
ber of corollaries.

3.2.1 Necessary and sufficient conditions for the validity

of the estimates (3.0.1), (3.0.2), and (3.0.10)

Let R.�I �/, Pj .�I �/, and Q˛.�I �/ be the polynomials of � considered in the In-
troduction. In this subsection we formulate and prove the validity conditions for the
estimates (3.0.1), (3.0.2), and (3.0.10).

Following Section 3.1, we set

mX

jD1

jPj .�I �/j2 D HC.�I �/H�.�I �/; (3.2.1)
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whereHC.�I �/ D PJ
sD0 hs.�/�

J�s is a polynomial with the roots lying in the half-

plane Im � > 0, � D � C i� , and H�.�I �/ D HC.�I �/. We put also

Z D f� 2 R
n�1 W h0.�/ D 0g:

Furthermore, we assume that on the full-measure set Y � R
n�1 nZ we have J > 1,

mesn�1Z D 0;5 ordR.�I �/ 6 J ; and ordQ˛.�I �/ 6 J � 1 (˛ D 1; : : : ; N ). For
each point � 2 Y we denote by …C.�I �/ the greatest common divisor of HC.�I �/
and P1.�I �/; : : : ; Pm.�I �/. Let the leading coefficient of the polynomial …C.�I �/
be equal to 1.

Before we give the criteria for the validity of (3.0.1), (3.0.2), and (3.0.10), we
formulate a lemma that follows directly from Lemma 3.1.8.

Lemma 3.2.1. For each polynomial D.�I �; �/ of the variable � 2 R
1 (depending

on a parameter .�I �/ 2 Rn) such that D.�I �; �/ � 0 .mod…C.�I �// and ordD 6

J � 1 for all � 2 R
1 and almost all � 2 R

n�1, there exist uniquely determined

polynomials (of � ) Dj .�I �; �/, ordDj .�I �; �/ 6 J � 1 (j D 1; : : : ; m), which

satisfy conditions (3.0.6)–(3.0.8) for all � 2 R
1 and almost all � 2 R

n�1. (Condition

(3.0.8) can be omitted in the case m D 1).

We now turn to the main results.

Theorem 3.2.2. The estimate (3.0.1) holds true if and only if the following conditions

are satisfied:

1. There exist such functions ˇ˛.�I �/ (˛ D 1; : : : ; N ) that

1Z

�1

NX

˛D1

jˇ˛.�I �/j2d� < 1

and the congruence

D.�I �; �/ defD ŒHC.�I �/��1�.�I �; �/

�
NX

˛D1

ˇ˛.�I �/Q˛.�I �/ � 0 .mod…C.�; �//
(3.2.2)

is valid for almost all � 2 Rn�1 and all � 2 R1. (Here, �.�I �; �/ is the

polynomial (3.0.3)).

5This condition is satisfied, for example, if h0.�/ is a polynomial of the variable � 2 Rn�1 (cf. with

Remark 1.2.1, Chapter 1).
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2. For almost all .�I �/ 2 Rn we have

1Z

�1

inf
fˇ˛.�I�/g

8
<
:

NX

˛D1

jˇ˛.�I �/j2 C
1Z

�1

Pm
jD1 jDj .�I �; �/j2Pm
jD1 jPj .�I �/j2

d�

9
=
;d�

C jR.�I �/j2Pm
jD1 jPj .�I �/j2

6
const

B.�/
;

(3.2.3)

where Dj .�I �; �/ are polynomials of the variable � 2 R
1 (depending on a

parameter .�I �/ 2 R
n), which satisfy the conditions of Lemma 3.2.1 for all

� 2 R1 and almost all � 2 Rn�1, and the infimum is taken over all systems

fˇ˛g figuring in (3.2.2).

Proof. Necessity. Consider for an arbitrary A > 0 the following “cut-off” function:
BA.�/ D B.�/, if B.�/ 6 A, and BA.�/ D A, if B.�/ > A. In accordance with the
definition of the norm k � kB1=2 , the estimate

kR.D/uk2
B

1=2
A

6 C

0
@

mX

jD1

kPj .D/uk2 C
NX

˛D1

˝̋
Q˛.D/u

˛̨2
1
A ;

u 2 C1
0 .R

n
C/;

(3.2.4)

follows from (3.0.1) for any A > 0.
Let Y � R

n�1 n Z be the full-measure set defined above, and let � 2 Y .
Put in (3.2.4) u.xI t/ D h.1�n/=2' .x=h/ eix�v.t/, where h > 0 is a parameter,
' 2 C1

0 .R
n�1/, and v 2 C1

0 .R
1
C/. Since BA.�/ is a bounded function, and the

coefficients of the polynomials R, Pj , and Q˛ are measurable locally bounded func-
tions growing no faster than some power of j�j as j�j ! 1, we conclude, after
passing to the limit as h ! 1 and dividing all terms by

R
Rn�1 j'.x/j2dx, that the

estimate

1Z

0

jR .�I �i d=dt/ vj2 dt 6
C

BA.�/

" 1Z

0

mX

jD1

ˇ̌
Pj .�I �i d=dt/ v

ˇ̌2
dt

C
NX

˛D1

jQ˛ .�I �i d=dt/ vjtD0j2
#
;

v 2 C1
0 .R

1
C/;

(3.2.5)

holds true for almost all � 2 Rn�1. Thus, the necessity of all conditions of Theorem
3.2.2 follows from Theorem 3.1.9.

Sufficiency. According to Theorem 3.1.9, conditions 1 and 2 imply (3.2.5) a.e. in
Rn�1. We substitute in (3.2.5) the function v�.t/ D Ou.�I t/ with u 2 C1

0 .R
n
C/.

Multiplying both sides of the obtained inequality by B.�/ and integrating the result
over Rn�1, we arrive at (3.0.1). �
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Theorem 3.2.3. The estimate (3.0.2) is valid if and only if condition 1 of Theorem

3.2.2 is satisfied and the inequality

1Z

�1

inf
fˇ˛.�I�/g

8
<
:

1Z

�1

Pm
jD1 jDj .�I �; �/j2Pm
jD1 jPj .�I �/j2

d�

9
=
;d�C jR.�I �/j2Pm

jD1 jPj .�I �/j2
6

const

B.�/

(3.2.6)
holds true for almost all .�I �/ 2 R

n. Here, the polynomialsDj and the functions ˇ˛
are the same as in Theorem 3.2.2.

This theorem is deduced from Theorem 3.1.10 in the same way as Theorem 3.2.2
from Theorem 3.1.1.

In the same way, we derive from Theorem 3.1.9 the followign assertion:

Theorem 3.2.4. The estimate

kR.D/uk2
B1=2 6 C

mX

jD1

kPj .D/uk2; u 2 C1
0 .R

n
C/; (3.2.7)

holds true if and only if

1. for almost all � 2 Rn�1 and all � 2 R1 the polynomial (3.0.3) satisfies the

congruence

�.�I �; �/ � 0 .mod…C.�I �//I (3.2.8)

2. the inequality

1Z

�1

1Z

�1

Pm
jD1 jDj .�I �; �/j2Pm
jD1 jPj .�I �/j2

d�d�C jR.�I �/j2Pm
jD1 jPj .�I �/j2

6
const

B.�/
(3.2.9)

holds true for almost all .�I �/ 2 R
n. Here, Dj .�I �; �/ are polynomials (of

� ) satisfying for all � 2 R1 and almost all � 2 Rn�1 the conditions of Lemma

3.2.1 with D.�I �; �/ D ŒHC.�I �/��1�.�I �; �/.

3.2.2 On the minimal number and algebraic properties

of the boundary operators; formulas for ˇ˛.�I�/

Let M .�I �/ be the greatest common divisor of the polynomialsR.�I �/ and…C.�I �/,
let the leading coefficients of these polynomials be equal to 1, and let

P…C.�I �/ D …C.�I �/=M .�I �/I N.�/ D ord P…C.�I �/:
In this subsection, we show that the numberN of the boundary operatorsQ˛.D/,

for which (3.0.1) (or (3.0.2)) takes place, cannot be less than N.�/, and among
the polynomials Q˛.�I �/ there are at least N.�/ linearly independent modulo …C.
Moreover, if N D N.�/, then the congruence Q˛.�I �/ � 0 .mod M .�I �// (˛ D
1; : : : ; N ) holds, and the functions ˇ˛.�I �/ figuring in (3.2.2) are uniquely deter-
mined by this congruence and can be represented in the form (3.2.11).
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Corollary 3.2.5. If the operatorsQ1.D/; : : : ;QN .D/ satisfy the estimate (3.0.1) (or

(3.0.2)), then the inequality N > N.�/ holds, and among the polynomials Q˛ there

are at least N.�/ that are linearly independent modulo…C a.e. in R
n�1.

Proof. We denote by �%.�/ the roots of the polynomials P…C,…C and represent these
polynomials in the form

P…C.�I �/ D
s.�/Y

%D1

.� � �%.�//
k%.�/; …C.�I �/ D

s1.�/Y

%D1

.� � �%.�//~%.�/:

Let s2.�/ be an integer function such that

a)
@ˇR

@�ˇ

ˇ̌
ˇ̌
�D�%

D @ˇM

@�ˇ

ˇ̌
ˇ̌
�D�%

D 0, if the following conditions hold:

1. s2 C 1 6 % 6 s and 0 6 ˇ 6 ~% � k% � 1,

2. s C 1 6 % 6 s1 and 0 6 ˇ 6 ~% � 1;

b) R.�I�%/ ¤ 0; M .�I�%/ ¤ 0, if 1 6 % 6 s2.�/;

c)
@~%�k%R

@�~%�k%

ˇ̌
ˇ̌
�D�%

¤ 0,
@~%�k%M

@�~%�k%

ˇ̌
ˇ̌
�D�%

¤ 0, if s2 C 1 6 % 6 s.

(Here we put for the sake of brevity �%.�/ D �%, s.�/ D s, s1.�/ D s1, s2.�/ D s2,
k%.�/ D k%, ~%.�/ D ~%. Notice also that condition b) can be omitted for s2.�/ D 0.)

Suppose that the operators Q˛.D/ satisfy (3.0.1) (or (3.0.2)). Assume also that
s2.�/ > 0.6 Then (3.2.2) implies the validity of the equality

NX

˛D1

@
Q˛

@�


ˇ̌
ˇ̌
�D�%.�/

ˇ˛.�I �/ D @


@�


�
R.�I �/
� � �

� ˇ̌
ˇ̌
�D�%.�/

(3.2.10)

for 
 D 0; : : : ; k% � 1 in the case 1 6 % 6 s2.�/, as well as for 
 D ~%.�/ �
k%.�/; : : : ; ~%.�/ � 1 in the case s2.�/ C 1 6 % 6 s.�/. From properties b) and
c) of the number s2.�/ it follows that the right-hand sides of (3.2.10) are linearly
independent functions of � 2 R

1. Since this system is solvable w.r.t. ˇ˛ for all
� 2 R1, we have rgD.�/ D N.�/, where D is the N.�/ � N matrix of the system
(3.2.10). Hence, N > N.�/. On the other hand, if, for a given � 2 R

n�1, any
subsystem of N.�/ polynomials Q˛ is linearly dependent modulo …C, then all the
minors of orderN.�/ of the matrix D.�/ are obviously equal to zero. �

The above statement can be strengthened in the case N D N.�/ as follows.

6We leave to the reader to perform the obvious necessary changes in all arguments in the case s2.�/ D 0.
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Corollary 3.2.6. IfN D N.�/ a.e. in Rn�1, then conditions 1 of Theorems 3.2.2 and

3.2.3 are satisfied if and only if the polynomialsQ˛ are linearly independent modulo

…C for almost all � 2 R
n�1 and Q˛ � 0 .modM /, (˛ D 1; : : : ; N ). The functions

ˇ˛ figuring in (3.2.2) are uniquely determined by this congruence and satisfy the

equations

ˇ˛.�I �/ D G˛.�I �/
…C.�I �/

.˛ D 1; : : : ; N /; (3.2.11)

whereG˛.�I �/ are linearly independent polynomials of � such that ordG˛ < ord…C

and G˛ � 0 .mod M /.

Proof. Using Corollary 3.2.5, we conclude that conditions 1 of Theorems 3.2.2 and
3.2.3 imply the linear independence modulo …C of the polynomials Q˛ in the case
N D N.�/. Moreover, the solvability of (3.2.10) is equivalent to the validity of the
condition detD.�/ ¤ 0, where D denotes the matrix of (3.2.10). Calculating the
derivatives figuring in the right-hand side of (3.2.10) and multiplying both sides of
(3.2.10) by…C.�I �/, we find that the functionsˇ˛…C satisfy the system of equations
with the matrix D.�/ and the right-hand sides R
%

.�I �/, where R
%
.�I �/ are the

linearly independent polynomials of � such that ordR
%
< ord…C. Solving this

system and taking into account the congruence R
%
� 0 .mod M /, which follows

from property a) of the number s2.�/,
7 we obtain (3.2.11). Finally, we note that

(3.2.2) ensures the validity of the congruence

NX

˛D1

ˇ˛.�I �/Q˛.�I �/ � 0 .mod M .�I �// (3.2.12)

for all � 2 R
1 and almost all � 2 R

n�1. But then, in view of (3.2.11), we get
Q˛ � 0 .mod M /, (˛ D 1; : : : ; N ).

Conversely, suppose that Q˛ � 0 .mod M /, (˛ D 1; : : : ; N ). Suppose that the
polynomialsQ˛ are linearly independent modulo…C, and let

PHC D HCM
�1; PQ˛ D Q˛M

�1; PR D RM
�1;

and P�.�I �; �/ D ŒM .�I �/M .�I �/��1�.�I �; �/. Hence, for all � 2 R
1 and for

almost all � 2 R
n�1 the congruence

Œ PHC.�I �/��1 P�.�I �; �/�
NX

˛D1

ˇ˛.�I �/ PQ˛.�I �/ � 0 .mod…C.�I �// (3.2.13)

is uniquely solvable and its solution fˇ˛g satisfies (3.2.12). But then (2.2.2) is also

valid. The relation
R1

�1

PN
˛D1 jˇ˛.�I �/j2d� < 1 follows from (3.2.11). �

7See the proof of Corollary 3.2.5.
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3.2.3 Estimates for polynomials whose �-roots lie in the lower complex

half-plane

In this subsection, we first establish Proposition 3.2.7, which is related, like Theorem
3.2.4, to the estimates of the type (3.2.7). It can be derived from Proposition 3.1.12
in the same way as Theorem 3.2.2 is derived from Theorem 3.1.9. Then, applying
Proposition 3.2.7 and Theorem 3.2.4, we verify inequality (3.2.16), which will be
used in Section 3.3.

Proposition 3.2.7. Let K.�I �/ and L.�I �/ be polynomials of � with measurable

locally bounded coefficients growing no faster than a certain power of j�j as j�j !
1, let ordK 6 ordL, and let the � -roots of the polynomial L lie in the half-plane

Im � < 0, � D � C i� , for almost all � 2 Rn�1. The estimate

kK.D/uk2
B1=2 6 CkL.D/uk2; u 2 C1

0 .R
n
C/ (3.2.14)

is true if and only if the inequality

B.�/jK.�I �/j2 6 constjL.�I �/j2 (3.2.15)

holds a.e. in Rn�1.

Corollary 3.2.8. Let the polynomials K.�I �/ and L.�I �/ be the same as in Propo-

sition 3.2.7. Then the inequality

1Z

�1

1Z

�1

ˇ̌
ˇ̌ NL.�I �/K.�I �/� NL.�I �/K.�I �/

.� � �/ NL.�I �/L.�I �/

ˇ̌
ˇ̌
2

d�d�

6 const sup

ˇ̌
ˇ̌K.�I �/
L.�I �/

ˇ̌
ˇ̌
2

(3.2.16)

holds a.e. in R
n�1.

Proof. In accordance with Proposition 3.2.7, condition (3.2.15) implies the estimate
(3.2.14), which is a particular case of the estimate (3.2.7) for m D 1, P1 D L, and
R D K. Since the roots ofL lie in the half-plane Im � < 0, we haveHC D NL,H� D
L. Therefore, …C D 1 and the polynomial D1.�I �; �/, satisfying the conditions of
Lemma 3.2.1, is given by the formula

D1.�I �; �/ D Œ.�� �/ NL.�I �//��1Œ NL.�I �/K.�I �/� NL.�I �/K.�I �/�: (3.2.17)

Using (3.2.17) and writing down the first term on the left-hand side of (3.2.9), we
arrive at (3.2.16). �

A direct proof of (3.2.16), without resorting Theorem 3.2.4, would be apparently
much more cumbersome.
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3.3 Examples

In this section we consider some applications of theorems from Section 3.2.

3.3.1 The theorem of N. Aronszajn on necessary and sufficient

conditions for the coercivity of a system of operators

Let Pj .�I �/, j D 1; : : : ; m, be homogeneous polynomials in the variable .�I �/ 2 R
n

of order J . Following N. Aronszajn [Aro54], we say that a system of operators
Pj .D/ is coercive if the estimate

X

j˛jDJ

kD˛uk2 6 C

mX

jD1

kPj .D/uk2; u 2 C1
0 .R

n
C/; (3.3.1)

holds. In this subsection we show (Proposition 3.3.1) that the well-known result of
N. Aronszajn [Aro54] on necessary and sufficient conditions for the coercivity of the
system Pj .D/ is a consequence of Theorem 3.2.4 established above.

Proposition 3.3.1. The estimate (3.3.1) holds true if and only if for all � 2 R
n�1 the

polynomials Pj .�I �/ have no common roots .�I z/ ¤ 0.

Proof. It is obvious that (3.3.1) is the special case of the estimate (3.2.7) correspond-
ing to the weight B.�/ D 1 and the polynomial R.�I �/ D .� C ij�j/J . From the
definition of�.�I �; �/ (see (3.0.3)) it follows that (3.2.8) is equivalent to the congru-
ence

R.�I �/ � 0 .mod…C.�I �//: (3.3.2)

Since R.�I �/ D .� C ij�j/J , we obtain that (3.3.2) is valid if and only if…C.�I �/ D
1. It follows from the definition of …C.�I �/ that the equation …C.�I �/ D 1 is
satisfied if and only if for any � 2 R

n�1 the polynomials Pj .�I �/ have no common
roots .�I z/ ¤ 0 with Im z > 0. Since these polynomials are homogeneous w.r.t.
.�I �/ 2 R

n, they have, together with each common root .�I z/, also the common root
.��I �z/. Therefore, for all � 2 R

n�1 the polynomials Pj .�I �/ have no common
roots .�I z/ ¤ 0 with Im z > 0 if and only if they have no common roots .�I z/ ¤ 0
for any � 2 R

n�1.

To complete the proof, we show that condition 2 of Theorem 3.2.4 is automatically
satisfied.

Suppose that the polynomials Pj .�I �/ have no common roots .�I z/ ¤ 0 for all
� 2 R

n�1. Then…C.�I �/ D 1. It is also evident that

j.� C ij�jJ /j2 6 const

mX

jD1

jPj .�I �/j2:
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Therefore (see Theorem 3.1.11), the estimate

JX

kD0







dkv

dtk








2

6 ƒ.�/

mX

jD1



Pj .� I �i d=dt/ v


2 (3.3.3)

is satisfied for all v 2 C1
0 .R

1
C/. Here k�k denotes the norm inL2.R1C/ and � 2 Sn�2.

Let ƒ.�/ be the smallest constant in (3.3.3). Since the estimate
ˇ̌
ˇ̌
ˇ̌
mX

jD1



Pj .�1I �i d=dt/ v


2 �

mX

jD1



Pj .�2I �i d=dt/ v


2
ˇ̌
ˇ̌
ˇ̌

6 const

JX

kD0







dkv

dtk








2

j�1 � �2j

is obviously fulfilled, the function 1=ƒ.�/ satisfies the Lipschitz condition on Sn�2.
On the other hand, the inequality 1=ƒ.�/ > 0 holds for all � 2 Sn�2. This means
that the function ƒ.�/ is bounded from above on Sn�2. Thus, (3.2.9) follows from
(3.1.47). �

3.3.2 The casem D 1,N D N.�/ in Theorems 3.2.2, 3.2.3, and 3.2.4

In this subsection, we consider estimates of the types (3.0.1), (3.0.2) with one operator
P.D/ for the case when the number N of the boundary operators Q˛.D/ coincides
with the order N.�/ of the polynomial P…C.�I �/ (cf. with Corollaries 3.2.5, 3.2.6).
It would be shown that the criteria for the validity of such estimates, obtained by the
authors in [MG75], follow from Theorems 3.2.2, 3.2.3, and 3.2.4, which were proved
in Section 3.2

We introduce the following notation. Let J > 1, and let P.�I �/ D p0.�/�
J C

p1.�/�
J�1 C � � � C pJ .�/ be a polynomial of � with measurable locally bounded

coefficients that grow no faster than a certain power of j�j as j�j ! 1. Let R and
Q˛ (˛ D 1; : : : ; N ) be the same polynomials as in Section 3.2. We set Z D f� W � 2
Rn�1; p0.�/ D 0g and assume that mesn�1Z D 0.

For � 2 Rn�1 n Z we define the polynomials (of � ) PC, P�, M , and PPC as
follows: PC a monic polynomial whose � -roots (counting multiplicities) coincide
in the half-plane Im � > 0, � D � C i� , with the � -roots of the polynomial P;

P� D P=PC; M is the monic greatest common divisor ofR and PC; and PPC D
PC=M . We also consider the polynomials R˙, Q˛˙, which are defined by the
following partial fraction decompositions w.r.t. � :

R

P
D RC

PC

C R�

P�

C c; c D c.�/I Q˛

P
D Q˛C

PC

C Q˛�

P�

: (3.3.4)

It is assumed that the condition N.�/ D ord PPC.�I �/ D N is fulfilled for all � 2
R
n�1 nZ.
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Proposition 3.3.2. The estimate

kR.D/uk2
B1=2 6 C

 
kP.D/uk2 C

NX

˛D1

˝̋
Q˛.D/u

˛̨2
!
;

u 2 C1
0 .R

n
C/;

(3.3.5)

holds if and only if the following conditions are satisfied:

1. For almost all � 2 R
n�1 the polynomialsQ˛ are linearly independent modulo

PC and Q˛ � 0 .mod M / (˛ D 1; : : : ; N );

2. The inequality

1Z

�1

NX

˛D1

ˇ̌
ˇ̌ G˛.�I �/
PC.�I �/

ˇ̌
ˇ̌
2

d�C
1Z

�1

1Z

�1

ˇ̌
ˇ̌
ˇ

PN
˛D1G˛.�I �/Q˛�.�I �/
PC.�I �/P�.�I �/

ˇ̌
ˇ̌
ˇ

2

d�d�

C
ˇ̌
ˇ̌ R.�I �/
P.�I �/

ˇ̌
ˇ̌
2

6
const

B.�/
(3.3.6)

is fulfilled a.e. in Rn. Here G˛ are the polynomials of � with ordG˛ <
ord PC, which are uniquely determined a.e. in R

n�1 by the congruenceG˛ �
0 .mod M / (1 6 ˛ 6 N ) and by the identity (in �; � 2 R

1)

NX

˛D1

G˛.�I �/Q˛C.�I �/ D 1

� � � ŒPC.�I �/RC.�I �/� PC.�I �/RC.�I �/� :
(3.3.7)

Proof. We show that this proposition follows from Theorem 3.2.2 for m D 1, P1 D
P , and N D ord PPC. Indeed, if m D 1 and P1 D P , then HC D PCP�,

and, consequently, …C D PC and P…C D PC. By Corollary 3.2.6, we can restrict
ourselves to the proof of (3.3.7) and to estimating of the second term on the left-hand
side of (3.3.6).

First, we derive (3.3.7). Using the equality HC D PC
PP� and the identities

(3.2.11) and (3.3.4), we recast (3.2.2) as

1

PC.�I �/P�.�I �/

(
PC.�I �/PC.�I �/

�
�1

�
c.�/C RC.�I �/

PC.�I �/
�

C�2

�

C P�.�I �/P�.�I �/.�� �/�1ŒPC.�I �/RC.�I �/� PC.�I �/RC.�I �/�
)

�
NX

˛D1

G˛.�I �/
PC.�I �/

ŒQ˛C.�I �/P�.�I �/�Q˛�.�I �/PC.�I �/�

� 0 .mod PC.�I �//;
(3.3.8)
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where �1 D �1.�I �; �/ and �2 D �2.�I �; �/ are the polynomials of the variables
�; � 2 R

1, defined by

�1.�I �; �/ D .�� �/�1ŒP�.�I �/P�.�I �/� P�.�I �/P�.�I �/�; (3.3.9)

�2.�I �; �/ D .�� �/�1ŒP�.�I �/R�.�I �/� P�.�I �/R�.�I �/�: (3.3.10)

It is obvious that (3.3.8) is equivalent to the congruence

NX

˛D1

G˛.�I �/Q˛C.�I �/

� .�� �/�1ŒPC.�I �/RC.�I �/� PC.�I �/RC.�I �/� .mod PC.�I �//:

For all � 2 R1 and almost all � 2 Rn�1 both sides of this relation are polynomials of
� with degrees less than ord PC. This establishes (3.3.7).

Now note that for m D 1 and N D ord PPC the inequality

1Z

�1

1Z

�1

Pm
jD1 jDj .�I �; �/j2Pm
jD1 jPj .�I �/j2

d�d� 6
const

B.�/
;

which appears in condition 2 of Theorem 3.2.2, takes the form

1Z

�1

1Z

�1

ˇ̌
ˇ̌D.�I �; �/

P.�I �/

ˇ̌
ˇ̌
2

d�d� 6
const

B.�/
; (3.3.11)

whereD.�I �; �/ is the left-hand side of (3.2.2). After transformation (3.2.2) from the
form (3.3.7) to (3.3.8), we obtain that (3.3.11) has the form

1Z

�1

1Z

�1

ˇ̌
ˇ̌
ˇ̌
�1

h
c.�/C RC.�I�/

PC.�I�/

i
C�2

P�.�I �/P�.�I �/
�
PN
˛D1G˛.�I �/Q˛�.�I �/
PC.�I �/P�.�I �/

ˇ̌
ˇ̌
ˇ̌

2

d�d�

6
const

B.�/
;

(3.3.12)
where �1 and �2 are the polynomials defined by (3.3.9) and (3.3.10), respectively.

We show that (3.3.12) is equivalent to the inequality

1Z

�1

1Z

�1

ˇ̌
ˇ̌
ˇ

PN
˛D1G˛.�I �/Q˛�.�I �/
PC.�I �/P�.�I �/

ˇ̌
ˇ̌
ˇ

2

d�d� 6
const

B.�/
; (3.3.13)

which enters in condition 2 of the proposition being proved. In accordance with a
theorem of Katsnelson ([Kats67], pp. 58–61), there exists a constant c > 0 depending
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only on ord P D J , such that

sup

ˇ̌
ˇ̌ RC.�I �/
PC.�I �/

ˇ̌
ˇ̌ 6 c sup

ˇ̌
ˇ̌ R.�I �/
P.�I �/

ˇ̌
ˇ̌ (3.3.14)

a.e. in R
n�1. It follows from (3.3.4) and (3.3.14) that the inequalities

jc.�/j 6 const sup

ˇ̌
ˇ̌ R.�I �/
P.�I �/

ˇ̌
ˇ̌ ;

sup

ˇ̌
ˇ̌ R�.�I �/
P�.�I �/

ˇ̌
ˇ̌ 6 const sup

ˇ̌
ˇ̌ R.�I �/
P.�I �/

ˇ̌
ˇ̌

(3.3.15)

hold a.e. in R
n�1. We set in Corollary 3.2.8 L D P�, K D P�. If the estimate

ˇ̌
ˇ̌ R.�I �/
P.�I �/

ˇ̌
ˇ̌
2

6
const

B.�/
(3.3.16)

holds true, then (3.2.16), (3.3.14), the first of the inequalities (3.3.15), and (3.3.9)
yield

1Z

�1

1Z

�1

ˇ̌
ˇ̌
ˇ̌
�1.�I �; �/

h
c.�/C RC.�I�/

PC.�I�/

i

P�.�I �/P�.�I �/

ˇ̌
ˇ̌
ˇ̌

2

d�d� 6
const

B.�/
: (3.3.17)

Next, we set in Corollary 3.2.3 L D P� and K D R�. It follows from (3.2.16),
(3.3.16), the second of the inequalities (3.3.15), and (3.3.10) that

1Z

�1

1Z

�1

ˇ̌
ˇ̌
ˇ

�2.�I �; �/
P�.�I �/P�.�I �/

ˇ̌
ˇ̌
ˇ

2

d�d� 6
const

B.�/
: (3.3.18)

Using (3.3.17) and (3.3.18), we conclude that (3.3.12) is equivalent to (3.3.13).
�

In a similar way, one can show that for m ¤ 1 and N D ord PPC Theorems 3.2.3
and 3.2.4 imply the following assertions.

Proposition 3.3.3. The estimate

kR.D/uk2
B1=2 6 C0kP.D/uk2; u 2 C1

0 .R
n
C/;

Q˛.D/u.xI 0/ D 0 .˛ D 1; : : : ; N /
(3.3.19)

is valid if and only if condition 1 of Proposition 3.3.2 is fulfilled and inequalities

(3.3.16) and (3.3.13) hold a.e. in R
n�1. Here G˛ are the same polynomials as in

Proposition 3.3.2.
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Proposition 3.3.4. The estimate

kR.D/uk2
B1=2 6 CkP.D/uk2; u 2 C1

0 .R
n
C/ (3.3.20)

is valid if and only if inequality (3.3.16) and the congruence R � 0 .mod PC/ are

satisfied a.e. in R
n�1.

3.3.3 Examples of estimates for operators of first order with respect

to t

In this subsection we consider two examples of estimates of the types (3.0.1), (3.0.10)
for operators Pj .D/ of order at most one w.r.t. t . The corresponding criteria (Propo-
sitions 3.3.5, 3.3.6) are formulated explicitly in the form of necessary and sufficient
conditions on the coefficients of the operators figuring in these estimates.

Proposition 3.3.5. Let P.�I �/ D i� � p.�/, Q.�I �/ D q.�/, where p.�/, q.�/ are

measurable locally bounded functions that grow no faster than some power of j�j as

j�j ! 1. The estimate






@su

@t s






2

B1=2

6 C
�
kP.D/uk2 C kuk2 C ˝̋

Q.D/u
˛̨2�

; u 2 C1
0 .R

n
C/; (3.3.21)

with s D 0; 1 holds true if and only if

B.�/.1C jpj2s/.1C Rep/�2 6 const (3.3.22)

for almost all � 2 f� 2 R
n�1 W Rep.�/ > 0g and

B.�/
1C jpj2s

.1C jRepj/2
�
1C 1C jRepj

jqj2 C .1C jRepj/�1
�

6 const (3.3.23)

for almost all � 2 f� 2 Rn�1 W Rep.�/ < 0g.

Proof. The estimate (3.3.21) is a special case of the estimate (3.0.1) (for m D 2,
P1 D P , P2 D 1, Q1 D q, and R D � s with s D 0; 1). Since P2 and P1 are
relatively prime, we get …C D 1. This means that condition 1 of Theorem 3.2.2 can
be omitted and the infimum in (3.2.3) is taken over all ˇ. We show that (3.2.3) is
equivalent to (3.3.22) and (3.3.23).

It can be easily verified that for P.�I �/ D i� � p.�/ the equality

sup
�2s

jP.�I �/j2 C 1
D .1C jpj2/s
1C jRepj2 .s D 0; 1/ (3.3.24)

is valid.
The polynomials (of degree zero w.r.t. � ) D1s , D2s , constructed according to

Lemma 3.2.1 for R D � s , P1 D i� � p.�/, P2 D 1, Q D q.�/, are equal to

D1s D �ifŒHC.�I �/��1� sC � ˇqg; D2s D �ifŒHC.�I �/��1� sC � ˇqg.�� C ip/;
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where �˙.�/ are the roots of the polynomial jP.�I �/j2 C 1, so the equalities
H˙.�I �/ D � � �˙.�/ are valid. Therefore, the first term on the left-hand side
of (3.2.3) is equal to

1Z

�1

inf
ˇ

fjˇj2 C ja � ˇqj2b2gd�;

where a D ŒHC.�I �/��1� sC and

b2 D �.1C j�� C ipj2/.1C jRepj2/�1=2:

Since infˇ fjˇj2Cja�ˇqj2jbj2g D jaj2b2.1Cb2jqj2/�1 and the roots of the polyno-

mial jP.�I �/j2C1 are equal to �˙ D Imp˙ i.1CjRepj2/1=2, we see that inequality
(3.2.3) can be recast as

.1C jpj2/s
1C jRepj2

"
1C g.1C jRepj2/1=2

jqj2g C .1C jRepj2/1=2
#

6
const

B.�/
; (3.3.25)

where g D 1C Œ.1C jRepj2/1=2 � Rep�2. A direct check shows that the validity of
inequality (3.3.25) a.e. in Rn�1 is equivalent to conditions (3.3.22) and (3.3.23). �

We formulate one more result, which follows from Theorem 3.2.4.

Proposition 3.3.6. Let Pj .�I �/ D i� � pj .�/ (j D 1; : : : ; m; m > 1), where pj .�/
are measurable locally bounded functions growing no faster than some power of j�j
as j�j ! 1. Suppose also that

mP
jD1

jpj .�/j ¤ 0 a.e. in Rn�1. The estimate






@su

@t s






B1=2

6 C

mX

jD1

kPj .D/uk2; u 2 C1
0 .R

n
C/; (3.3.26)

with s D 0; 1 holds true if and only if the following conditions are satisfied:

1.
mP

j;hD1

jpj � phj ¤ 0 for almost all � 2
mT
jD1

f� W Repj .�/ 6 0g.

2. The inequality

B.�/

mX

jD1

jpj j2s 6 const

2
4

mX

jD1

jRepj j2 C
mX

j;hD1

jIm .pj � ph/j2
3
5 (3.3.27)

is valid for almost all � 2
n
� W Pm

jD1 Repj .�/ > 0
o
.
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3. The inequality

B.�/

mX

jD1

jpj j2s 6 const

mX

j;hD1

jpj � phj2 (3.3.28)

is valid for almost all � 2
n
� W Pm

jD1 Repj .�/ < 0
o
.

Proof. The estimate (3.3.26) is a special case of the estimate (3.2.7) for Pj D i� �
pj .�/ and R D � s, s D 0; 1. We note that condition 1 of Theorem 3.2.4 is satisfied
here if and only if …C.�I �/ D 1 a.e. in R

n. The latter condition is equivalent to
condition 1 of the proposition to be proved, since the � -root of the polynomial i��pj
lies in the half-plane Im � > 0 if and only if Repj 6 0. We show that condition 2
of Theorem 3.2.4 is equivalent to conditions 2 and 3 of Proposition 3.3.6. As in
Subsection 2.2.4, we use equations (2.2.37), (2.2.38), and (2.2.39) for the polynomials
H˙.�I �/, their � -roots �˙.�/ and the function ˛.�/.8

It is easy to verify that Pj D i� � pj .�/ admits the relations

sup
�2sPm

jD1 jPj .�I �/j2
D m1Cs˛�2j�Cj2s; s D 0; 1: (3.3.29)

In the considered example, the polynomials Djs.�I �; �/ appearing in (3.2.9) have
degree zero w.r.t. � . Based on Lemma 3.2.1, we find that Djs.�I �; �/ satisfy the
relations

Djs D im1=2� sC.i� � pj /
HC.�I �/

Pm
kD1.i�C � pk/

.j D 1; : : : ; mI s D 0; 1/: (3.3.30)

From (3.3.29), (3.3.30), and the obvious relations

1Z

�1

jHC.�I �/j�2d� D �˛�1; j�Cj2 D m�1

mX

jD1

jpj j2

it follows that (3.2.9) is equivalent to the inequality

mX

jD1

jpj j2s˛�2

2
641C

Pm
jD1 ji� � pj j2

ˇ̌
ˇ
Pm
jD1.i�C � pj /

ˇ̌
ˇ
2

3
75 6

const

B.�/
: (3.3.31)

We show that the validity of (3.3.31) a.e. in R
n�1 is equivalent to conditions 2

and 3 of the proposition being proved. By (2.2.38), the formulas (2.2.42) and (2.2.43)

8We note that the references (2.2.37)–(2.2.39) and (2.2.42)–(2.2.44) occuring up to end of this section refer

to the formulas of Subsection 2.2.4.
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hold true, where ˛.�/ and ˇ.�/ are defined by (2.2.39) and (2.2.42), respectively. If
ˇ > 0, then (2.2.42) and (2.2.43) imply

Pm
jD1 ji� � pj j2

ˇ̌
ˇ
Pm
jD1.i�C � pj /

ˇ̌
ˇ
2

6
2

m
:

Therefore, using the identity

1

2

mX

j;hD1

ŒIm .pj � ph/�
2 D m

mX

jD1

.Impj /
2 �

0
@

mX

jD1

Impj

1
A
2

;

we conclude that on the set f� 2 R
n�1 W ˇ.�/ > 0g inequality (3.3.31) is equivlent to

(3.3.27).
Now, suppose ˇ.�/ < 0. Then (3.3.31) is equivalent to the inequality

B.�/

mX

jD1

jpj j2s 6 const.˛2 C ˛ˇ/: (3.3.32)

From the easily verifiable equality ˛2�ˇ2 D 1

2

Pm
j;hD1 jpj �phj2 (see (2.2.39) and

(2.2.44)) it follows that for ˇ < 0 we have

˛2 C ˛ˇ D ˛2

2
641 �

0
@1 � 2�1˛�2

mX

j;hD1

jpj � phj2
1
A
1=2
3
75 ;

and (3.3.32) takes the form

B.�/

mX

jD1

jpj j2s
2
641 �

0
@1 � 2�1˛�2

mX

j;hD1

jpj � phj2
1
A
1=2
3
75 6 const

mX

j;hD1

jpj�phj2:

(3.3.33)
The equivalence of (3.3.33) and (3.3.28) is obvious. �

Remark 3.3.7. Obviously, the estimate (3.3.26) is valid if condition1 of Proposition
3.3.6 is satisfied and inequality (3.3.28) holds a.e. in R

n�1.

3.4 Notes

The main results of this chapter were established by the authors in [GM80]; some
results were announced in [GM75]. Necessary and sufficient conditions for the spe-
cial case when m D 1 and the number N of boundary operators is minimal (see
Subsection 3.3.2) were given in the authors’ paper [MG75].
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Problems of dominance of differential operators were studied by many authors.
Without mentioning here the numerous papers on estimates for operators of concrete
types as well as on embedding theorems for the Sobolev–Slobodeckij spaces and their
generalizations, we would like to point out some works that are more closely related
to our topic.

The work of N. Aronszajn [Aro54] established necessary and sufficient conditions
for the coercivity of a system of operators in a half-space or in a bounded domain (see
Subsection 3.3.1). Here, the estimates ofL2-norms are considered under the assump-
tion that the integration domain has C 1-boundary. A generalization of these results
to the case of the Lp-norm, p > 1, and to the integration domains with Lipschitz
boundary was given by K. T. Smith in [Smi61]. S. Agmon [Agm58] generalized the
results of N. Aronszajn to the case of arbitrary integro-differential forms. Criteria for
the validity of the estimates for minimal operators in a bounded domain or in R

n were
established by B. Malgrange [Mal56] and L. Hörmander [H55].

Sufficient conditions for the validity of the estimates of the types (3.0.1) and
(3.0.2) were given in the papers of M. Schechter [Sch63], [Sch64]. The case m D 1
was studied in [Sch64]. As we noted in Chapter 1, the condition established by M.
Schechter follows directly from the results of that chapter (see Corollary 1.3.7, Chap-
ter 1).

In [Sch63], the estimate (3.0.1) was studied under the assumption that R, Pj ,
and Q˛ are homogeneous polynomials w.r.t. .�I �/ 2 R

n. Here, it is shown that the
estimate (3.0.1) holds true if the polynomial R satisfies a condition of the type

B.�/jR.�I �/j2 6 c

mX

jD1

jPj .�I �/j2

and for each � 2 Sn�2 among Q˛ there are N.�/ linearly independent polynomials
modulo…C.�I �/, where N.�/ D ord…C.�I �/.

Finally, we mention the work of K. F. Schubert [Schu71]. There, a special case of
inequality (3.0.10) is examined, namely the estimate

kuk2 6 C

mX

jD1

kPj .D/uk2; u 2 C1
0 .R

n
C/; (3.4.1)

where Pj .�I �/ are polynomials of the variable .�I �/ 2 R
n. Here, it was shown that

for the case ordPj .�I �/ 6 1 (j D 1; : : : ; m) the estimate (3.4.1) holds true if and
only if the condition

mX

jD1

jPj .�I z/j2 > const (3.4.2)

is fulfilled for all � 2 R
n�1 and all z with Im z > 0. The condition (3.4.2) is also nec-

essary in the general case. The sufficiency of (3.4.2) was not established in [Schu71]
for the general case. One more condition is given in [Schu71] for the polynomials of
degree higher than 1. Together with (3.4.2) this condition is sufficient for the validity
of (3.4.1).



Chapter 4

Estimates for a maximal operator

4.0 Introduction

In this chapter we study criteria for the validity of the estimates

˝̋
R.D/u

˛̨ 2
B1=2 6 C.kP.D/uk2 C kuk2/; u 2 C1

0 .R
n
C/I (4.0.1)

kR.D/uk2
B1=2 6 C.kP.D/uk2 C kuk2/; u 2 C1

0 .R
n
C/: (4.0.2)

It is assumed that R.�I �/ and P.�I �/ are polynomials of � with measurable coeffi-
cients that are locally bounded in R

n�1 and grow no faster than some power of j�j
as j�j ! 1, and that ordP.�I �/ D J > 1 a.e. in R

n�1. Assume also that the
degrees of the polynomials R.�I �/ figuring in (4.0.1) and (4.0.2) satisfy for almost
all � 2 R

n�1 the conditions ordR 6 J �1 and ordR 6 J , respectively. Thus, (4.0.1)
is a special case of the estimate (2.0.8) of Chapter 2, and (4.0.2) is a special case of
the estimate (3.0.10) of Chapter 3.

The goal of this chapter is to specify classes of operators P and R for which the
necessary and sufficient conditions for the validity of (4.0.1), (4.0.2) following from
the results of Chapters 2 and 3 take a much simpler and more explicit form.1

In Section 4.2, it is assumed that the polynomial P.�I �/ is quasielliptic of type
l > 1 and R.�I �/ D � s, where s D 0; : : : ; J � 1 in the estimate (4.0.1) and s D
0; : : : ; J in the estimate (4.0.2), respectively. It is shown that (4.0.1) holds true if and
only if the inequality

B.�/.1C h�i/.2sC1/m=J 6 const (4.0.3)

is satisfied a.e. in R
n�1, while (4.0.2) remains valid if and only if the inequality

B.�/.1C h�i/2sm=J 6 const (4.0.4)

is satisfied a.e. in R
n�1. (Here, m is an integer and h�i is the norm in R

n�1 defined
by the quasielliptic polynomial P.�I �/).

In Section 4.3, it is assumed that P.�I �/ D �J C p1.�/�
J�1 C � � � C pJ .�/ is a

continuous, positively homogeneous function of degree J w.r.t. .�I �/, and pJ .�/ ¤
0 for all � ¤ 0. It is required that the � -roots z1.�/; : : : ; zJ .�/ of the polynomial P
are pairwise distinct for all � ¤ 0, and for each % D 1; : : : ; J the function Im z%.�/
either vanishes identically or preserves its sign on the unit sphere Sn�2 � Rn�1. It is
also assumed that for each % D 1; : : : ; J one of the following conditions is fulfilled:

1Several complements of the results of Chapters 2 and 3, related to inequalities (4.0.1)–(4.0.2), are presented

in Section 4.1.



180 4 Estimates for a maximal operator

either P.�I Nz%.�// � 0, or P.�I Nz%.�// ¤ 0 for all � ¤ 0. Under these assumptions,
we obtain necessary and sufficient conditions for the validity of the estimates (4.0.1),
(4.0.2), where the polynomial R is the same as in Section 4.2. It will be shown that
necessary and sufficient conditions for the validity of the estimate (4.0.1) take the
form of one of the following inequalities:

B.�/.1C j�j/2sC1 6 const; (4.0.5)

provided that at least one of the roots of the polynomial P lies in the half-plane
Im � > 0;

B.�/.1C j�j/2sC1�J 6 const; (4.0.6)

provided that all the roots of the polynomial P lie in the half-plane Im � 6 0 and at
least one of these roots is real;

B.�/.1C j�j/2sC1�2J 6 const; (4.0.7)

provided that all the roots of the polynomial P lie in the half-plane Im � < 0. Here
and below � D � C i� . A necessary and sufficient condition for the validity of (4.0.2)
is the inequality

B.�/.1C j�j/2s 6 const; (4.0.8)

if at least one of the roots of the polynomial P lies in the half-plane Im � > 0, or the
inequality

B.�/.1C j�j/2s�2J 6 const; (4.0.9)

if all the roots of the polynomial P lie in the half-plane Im � < 0.
In Section 4.4, we consider some classes of nonhomogeneous polynomials. We

show, for example, that if all the � -roots zj .�/ of the polynomial P.�I �/ are real and
satisfy the condition jzj .�/ � zr .�/j > const (j ¤ r , j; r D 1; : : : ; J ), then the
estimate (4.0.1) holds if and only if the inequality

B.�/

1Z

�1

jR.�I �/j2
jP.�I �/j2 C 1

d� 6 const (4.0.10)

is valid a.e. in Rn�1; moreover the inequality

B.�/ sup
�2R1

jR.�I �/j2
jP.�I �/j2 C 1

6 const (4.0.11)

is a criterion for the validity of the estimate (4.0.2).
In Section 4.5, it is assumed that P.�I �/ D p0.�/�

2 C p1.�/� C p2.�/ and
p0.�/ ¤ 0 a.e. in R

n�1. Criteria for the validity of the estimates (4.0.1), (4.0.2) are
studied for some classes of such polynomials in the case R.�I �/ D � s. For example,
it will be shown that if Impk.�/ � 0 (k D 0; 1; 2) and s D 0; 1; 2, then the estimate
(4.0.2) holds true if and only if

B.�/Œjp0j C p21 C jp0p2j�s 6 constjp0j2s a.e. in R
n�1: (4.0.12)
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In Section 4.6, we discuss in detail the case whereB.�/ D 1 andR.D/, P.D/ are
differential polynomials with constant coefficients. In this case, (4.0.2) is equivalent
to the embedding D.P / � D.R/, where D.P / and D.R/ are the domains of the
maximal operators generated in L2.RnC/ by the polynomials P.D/ and R.D/, re-
spectively. This follows from the result of Subsection 4.6.1. It is established there
that for a differential polynomial with constant coefficients the maximal operator
P in L2.RnC/ is the closure of its restriction to C1

0 .R
n
C/. It is well known (see

L. Hörmander [H55]) that for maximal operators in a bounded domain � � R
n the

embedding D.P / � D.R/ is possible if and only if either R D aP C b, where
a and b are constants, or R and P are the ordinary differential operators satisfying
ordR 6 ordP . In the half-space R

n
C the embedding D.P / � D.R/ is also possible

for non-trivial operators R.
In Subsection 4.6.2, theorems on the trace space of the elements u 2 D.P / are

proved. These statements are the strengthening of relevant results of Subsection 2.3.2.

4.1 Preliminary results

In this section we formulate necessary and sufficient conditions for the validity of the
estimates (4.0.1) and (4.0.2), which were discussed in the introduction.

Let HC.�I �/ be a polynomial of � with roots lying in the half-plane Im � > 0,
� D � C i� , such that

jP.�I �/j2 C 1 D jHC.�I �/j2 (4.1.1)

andH�.�I �/DHC.�I �/. We writeHC.�I �/ in the formHC.�I �/D
PJ
lD0 hl .�/�

J�l

and set Z D f� 2 R
n�1 W h0.�/ D 0g. We assume that mesn�1Z D 0.

4.1.1 Results concerning the estimate (4.0.1)

In this subsection we present several assertions about necessary and sufficient condi-
tions for the validity of the estimate (4.0.1), which follow directly from the results
of Chapter 2. It is obvious that (4.0.1) is a special case of the estimate (2.2.19)
from Chapter 2 corresponding to m D 2, P1.�I �/ D P.�I �/, and P2.�I �/ D 1.
Therefore, Corollary 2.2.8 of Chapter 2 and Remark 1.1.11 of Chapter 1 imply the
following criterion for the validity of (4.0.1).

Theorem 4.1.1. The estimate (4.0.1) holds true if and only if

ƒ.�/
defD 1

2�

1Z

�1

jT1.�I �/j2 C jT2.�I �/j2
jP.�I �/j2 C 1

d� 6
const

B.�/
(4.1.2)

for almost all � 2 R
n�1. Here T1.�I �/ is the quotient and T2.�I �/ is the remainder

of the division of the polynomial (of � ) R.�I �/H�.�I �/ by P.�I �/.
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In the sequel, we will give other representations for the function ƒ.�/ introduced
in (4.1.2).

Proposition 4.1.2. Let T2.�I �/ and ƒ.�/ be the same as in Theorem 4.1.1, and let

S.�I �/ be the remainder of the division of the polynomial (of � ) RT 2 by HC. Then

ƒ.�/ D �Im
s0.�/

h0.�/
; (4.1.3)

where s0.�/ and h0.�/ are the leading coefficients of the polynomials S and HC,

respectively.

Proof. The identity RH� D PT1 C T2 implies the relation

jT1j2 C jT2j2
jP j2 C 1

D Re ŒH�1
C .HC.jT1j2 � jRj2/C 2RT 2/�: (4.1.4)

Since ordR < ordP , we see that the left-hand side of this relation is a proper fraction
w.r.t. � . Therefore, it follows from (4.1.4) that

jT1j2 C jT2j2
jP j2 C 1

D 2Re
S.�I �/
HC.�I �/

; (4.1.5)

where S is the remainder of the division of RT 2 by HC. Integrating both sides of
(4.1.5) and taking into account that all � -roots of the polynomial HC lie in the half-
plane Im � > 0, we arrive at (4.1.3). �

Corollary 4.1.3. LetR.�I �/ D 1, suppose the leading coefficients of the polynomials

P.�I �/ andH�.�I �/ coincide, and let zr .�/ and �r .�/ (r D 1; : : : ; J ) be the � -roots

of the polynomials P andHC, respectively. (The multiplicities of these roots is taken

into account). Then the function ƒ defined by (4.1.2) is equal to

ƒ.�/ D Im

JX

rD1

.zr.�/C �r.�//: (4.1.6)

Proof. We write the polynomials P and HC as

P.�I �/ D
JX

lD0

pl .�/�
J�l; HC.�I �/ D

JX

lD0

hl .�/�
J�l :

Since R D 1 and h0 D Np0, we have T2 D H� � P , T 2 D HC � P , and, hence,
s0 D h1 � Np1. Therefore, in accordance with (4.1.3), we obtain

ƒ.�/ D Im

�
�h1
h0

� p1

p0

�
D Im

JX

rD1

.�r .�/C zr.�//: �
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Proposition 4.1.4. Let z%.�/ be the � -roots of the polynomial P.�I �/ with mul-

tiplicities ��.�/ (% D 1; : : : ; ˇ.�/; �1.�/ C � � � C �ˇ.�/.�/ D J ), let ��.�/ be

the � -roots of the polynomial HC.�I �/ with multiplicities k�.�/ (� D 1; : : : ; l.�/;
k1.�/C � � � C kl.�/.�/ D J ). Suppose that

G D fG%s�
 .z%.�/; ��.�/g
with

G%s�
 .z%.�/; ��.�/ D i.�1/s.
 C s/Š

.z%.�/� N��.�//sC1
(4.1.7)

is a matrix such that its rows are labeled by the indices %, s and its columns are

labeled by the indices �, 
 . These indices take the values: % D 1; : : : ; ˇ.�/;
� D 1; : : : ; l.�/; s D 0; : : : ; �%.�/ � 1; and 
 D 0; : : : ; k�.�/ � 1. Let H D
fH%s�
 .z%.�/; ��.�//g denote the J � J matrix inverse to the matrix G. Then the

functionƒ, defined by (4.1.2), is given by

ƒ.�/ D
ˇ.�/X

%D1

�%.�/�1X

sD0

l.�/X

�D1

k�.�/�1X


D0

H%s�
 .z%.�/; ��.�//

� R.s/.�I z%.�//R.
/.�I ��.�//
(4.1.8)

Proof. We apply Remark 2.1.2, Chapter 2 to the case m D 2, P1.�/ D P.�/,
P2.�/ D 1, …C.�/ D …0.�/ D …1.�/ D 1, and D.�/ D R.�/. In this case,
for each fixed � 2 R

n�1 the relation (2.1.16) from Chapter 2 becomes

L�
 .�I �/ D 1

.� � ��.�//
k�.�/�


C P.�I �/
.� � ��.�//k�.�/�


k�.�/�1�
X

�D0

1

�Š
P
.�/
.�I N��.�//.� � N��.�//�:

(4.1.9)
Furthermore, as it was shown in Remark 2.1.2, Chapter 2, the relation

R.�/ D
l.�/X

�D1

k�.�/�1X


D0

d0�
 .�/L�
.�I �/ (4.1.10)

is valid. We differentiate (4.1.9), use the relation d0
�;k��1�


.�/ D 
Š'0�
 .�/, and

set � D z%.�/. Since P .s/.�I z%.�// D 0 (s D 0; : : : ; �%.�/ � 1), we obtain from
(4.1.10) the following system for '0�
 .�/:

R.s/.�I z%.�// D i�1
l.�/X

�D1

k�.�/�1X


D0

.�1/sC1.
 C s/Š

z%.�/� ��.�//
sC1

'0�
 .�/

.% D 1; : : : ; ˇ.�/I s D 0; : : : ; �%.�/� 1/:
(4.1.11)
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Replacing D by R in relation (2.1.53) from Chapter 2 and applying the formula
ƒ.�/ D .d.�/;'0.�//k which follows from equation (2.1.55) from Chapter 2, we
conclude that (4.1.8) follows from (4.1.11). �

Corollary 4.1.5. Suppose that all assumptions of Proposition 4.1.4 are satisfied. In

addition, suppose the � -roots of the polynomials P.�I �/ andHC.�I �/ are simple for

almost all � 2 Rn�1. Then the functionƒ.�/, defined by (4.1.2), has for a.e. in Rn�1

the expression

ƒ.�/ D
JX

�;%D1

��%.z%.�/; ��.�//R.�I z%.�//R.�I ��.�//; (4.1.12)

where

��%.z%.�/; ��.�// D i

JQ
jD1

.z%.�/� �j .�//
Q
~¤%

.z~.�/� ��.�//
Q
j¤%

.zj .�/� z%.�//
Q
j¤�

.��.�/� �j .�//
: (4.1.13)

Proof. Formula (4.1.12) follows directly from (4.1.8). Using the Cauchy formula for
determinants of the type detf.a� C b�/

�1g (see, for example, [PS56], p. 112), we see
that the elements ��% of the matrix inverse to (4.1.7) are calculated in accordance
with (4.1.13). �

By Theorem 4.1.1, each of the newly obtained representations of ƒ.�/ corre-
sponds to a specific version of the criterion for the validity of (4.0.1). We formulate
some of them below.

Theorem 4.1.1 and Proposition 4.1.2 imply

Corollary 4.1.6. The estimate (4.0.1) is valid if and only if
ˇ̌
ˇ̌Im s0.�/

h0.�/

ˇ̌
ˇ̌ 6

const

B.�/
a.e. in R

n�1: (4.1.14)

Here, the functions s0.�/ and h0.�/ are the same as in Proposition 4.1.2.

Theorem 4.1.1 and Corollary 4.1.3 imply

Corollary 4.1.7. Suppose that the leading coefficients of the polynomialsP.�I �/ and

HC.�I �/ coincide a.e. in R
n�1. The estimate

˝̋
u
˛̨ 2
B1=2 6 C

�kP.D/uk2 C kuk2� ; u 2 C1
0 .R

n
C/ (4.1.15)

is valid if and only if

Im

JX

%D1

.z%.�/C �%.�// 6
const

B.�/
a.e. in R

n�1: (4.1.16)
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Here, z%.�/ and �%.�/ (% D 1; : : : ; J ) are the � -roots (counting multiplicities) of the

polynomials P.�I �/ and HC.�I �/, respectively.

Theorem 4.1.1 and Corollary 4.1.5 imply

Corollary 4.1.8. Suppose that the � -roots z%.�/ and �%.�/ of the polynomialsP.�I �/
and HC.�I �/, respectively, are simple a.e. in Rn�1. The estimate (4.0.1) is valid if

and only if

JX

�;%D1

��%.z%.�/; ��.�//R.�I z%.�//R.�I ��.�// 6
const

B.�/
a.e. in R

n�1; (4.1.17)

where ��%.z%.�/; ��.�// are the functions defined by (4.1.13).

4.1.2 Results concerning the estimate (4.0.2)

In this subsection we give two statements on necessary and sufficient conditions for
the validity of (4.0.2).

Let the polynomials HC.�I �/ and H�.�I �/ be the same as in the beginning of
Section 4.1, and let

�.�I �; �/ D .�� �/�1ŒHC.�I �/R.�I �/�HC.�I �/R.�I �/�; (4.1.18)

� 2 R
n�1, �; � 2 R

1.

Theorem 4.1.9. The estimate (4.0.2) holds if and only if the inequality

jR.�I �/j2
jP.�I �/j2 C 1

C
1Z

�1

1Z

�1

j�1.�I �; �/j2 C j�2.�I �; �/j2
.jP.�I �/j2 C 1/.jP.�I �/j2 C 1/

d�d� 6
const

B.�/
(4.1.19)

is satisfied for almost all � 2 R
n�1 and all � 2 R

1. Here, �1.�I �; �/ is the quotient

and �2.�I �; �/ is the remainder of the division (w.r.t. � ) of �.�I �; �/H�.�I �/ by

P.�I �/ (� is the polynomial (4.1.18)).

This result follows directly from Theorem 3.2.4, Chapter 3. It suffices to put
there m D 2, P1.�I �/ D P.�I �/ and P2.�I �/ D 1. Since …C.�I �/ D 1, condi-
tion (3.2.8) from Chapter 3 can be omitted. It is obvious that �j D
Dj .�I �; �/HC.�I �/ (j D 1; 2), whereDj are the polynomials appearing in inequal-
ity (3.2.9) from Chapter 3. Thus, that inequality takes the form (4.1.19).

Remark 4.1.10. A direct verification shows that the polynomials �1, �2 figuring in
(4.1.19) can be expressed in terms of the polynomials T1, T2, defined in Theorem
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4.1.1, as follows:

�1.�I �; �/ D .�� �/�1Œ.P .�I �/� P .�I �//R.�I �/
� .T1.�I �/� T1.�I �//HC.�I �/�;

�2.�I �; �/ D .�� �/�1Œ.P.�I �/T1.�I �/C T2.�I �//HC.�I �/
� �
P.�I �/P .�I �/C 1

�
R.�I �/�:

The polynomial�2 can also be written in the form

�2.�I �; �/ D .�� �/�1f.T1.�I �/� T1.�I �//P.�I �/HC.�I �/
� ŒR.�I �/.P.�I �/P.�I �/C 1/� R.�I �/H�.�I �/HC.�I �/�g:

To conclude this subsection we consider the estimate (4.0.2) for the caseR.�I �/ D
1. Let PC.�I �/ be a polynomial (of � ) with leading coefficient 1, and let its roots co-
incide (counting multiplicities) with all � -roots of P in the half-plane Im � > 0,
� D � C i� .

Proposition 4.1.11. The estimate

kuk2
B1=2 6 C

�kP.D/uk2 C kuk2� ; u 2 C1
0 .R

n
C/ (4.1.20)

is valid if and only if the following conditions are satisfied:

1. B.�/ 6 C for almost all � 2 f� 2 Rn�1 W PC.�I �/ ¤ 1g;

2. B.�/ 6 C
�
1C jP.�I �/j2� for almost all � 2 f� 2 Rn�1 W PC.�I �/ D 1g and

all � 2 R
1.

Proof. It is easy to show that (4.1.20) is true if and only if for almost all � 2 Rn�1

1Z

0

jv.t/j2dt 6 C.B.�//�1

2
4

1Z

0

jP .�I �i d=dt/ vj2 dt C
1Z

0

jv.t/j2dt
3
5 ;

v 2 C1
0 .R

1
C/

(4.1.21)

or, equivalently,

�
1 � C

B.�/

� 1Z

0

jv.t/j2dt 6
C

B.�/

1Z

0

jP .�I �i d=dt/ vj2 dt;

v 2 C1
0 .R

1
C/:

(4.1.22)

The sufficiency of (4.1.21) is proved by substitution v�.t/ D Ou.�I t/; the necessity is
shown by the method of localization in � (cf. the proof of Theorem 3.2.2, Chapter 3).
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Suppose that for some � 2 Rn�1 we have PC.�I �/ ¤ 1. In this case, it follows
from Proposition 3.3.2 of Chapter 3 that (4.1.22) is impossible, if C.B.�//�1 < 1.
On the other hand, the validity of (4.1.22) for C.B.�//�1 > 1 is obvious.

Consider now such � 2 R
n�1 that PC.�I �/ D 1. Without loss of generality, we

can assume that C.B.�//�1 > 1. However, this means that (4.1.22) is equivalent to
the inequality

1Z

0

jv.t/j2dt 6
C

B.�/� C

1Z

0

jP .�I �i d=dt/ vj2 dt; v 2 C1
0 .R

1
C/: (4.1.23)

From Proposition 3.1.12 of Chapter 3 it follows that the exact constant in (4.1.23) is
equal to sup jP j�2. Hence, if PC.�I �/ D 1, then (4.1.22) holds true if and only if
jP.�I �/j�2 6 C ŒB.�/� C��1, or (equivalently) if B.�/ 6 C

�
1C jP.�I �/j2�. �

4.2 Quasielliptic polynomials

In this section, we study the criteria, established in Theorems 4.1.1 and 4.1.9, in the
case, whereR.�I �/ D � s andP.�I �/ is a quasielliptic polynomial w.r.t. the variables
� , � .

4.2.1 Polynomials with a generalized-homogeneous principal part

In this subsection, we consider the caseR.�I �/ D � s and establish an upper estimate
of ƒ.�/, defined by (4.1.2), for the polynomials P.�I �/ with generalized homoge-
neous principal part.

Let us define the notion of the generalized-homogeneous principal part of the
polynomial P.�I �/. Suppose that the polynomial

P.�I �/ D
X

a˛�
˛1

1 � � � �˛n�1

n�1 �
˛n (4.2.1)

of the variables .�I �/ 2 R
n satisfies the following conditions:

1. m1; : : : ; mn are natural numbers, and m D max
16%6n

m%.

2. q D .q1; : : : ; qn�1; qn/, where q% D mm�1
% (1 6 % 6 m).

3. .˛; q/ D ˛1q1 C � � � C ˛n�1qn�1 C ˛nqn.

4. The sum on the right-hand side of (4.2.1) runs over all multi-indices ˛ D
.˛1; : : : ; ˛n/ such that .˛; q/ 6 m.

The polynomial

P0.�I �/ D
X

.˛;q/Dm

a˛�
˛1

1 � � � �˛n�1

n�1 �
˛n (4.2.2)
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is called the generalized-homogeneous main part (w.r.t. the weight q) of the polyno-
mial (4.2.1).

We will also write P.�I �/ asP.�I �/ D Pmn

kD0
pmn�k.�/�

k and restrict ourselves

to the case p0.�/ D 1. For � 2 R
n�1 we set

h�im D
n�1X

%D1

j�%jm% : (4.2.3)

Proposition 4.2.1. Let R.�I �/ D � s (0 6 s 6 mn � 1), and let the polynomial

P.�I �/ satisfy conditions 1–4. Then the functionƒ.�/, defined by (4.1.2), admits the

estimate

ƒ.�/ 6 C .1C h�i/.2sC1/m=mn (4.2.4)

for all � 2 R
n�1. In particular, if the hyperplane t D 0 is not characteristic for the

operator P.D/, then

ƒ.�/ 6 C .1C j�j/2sC1 : (4.2.5)

Proof. We set d.�/ D .1 C h�i/m=mn . From the estimates j�%j 6 h�iq% (% D
1; : : : ; n � 1) we obtain for all � 2 R

n�1 the inequalities

ps.�/ 6 ch�i˛1q1C���C˛n�1qn�1 6 ch�i.˛;q/�.mn�s/m=mn 6 cŒd.�/�s; (4.2.6)

where s D 0; 1; : : : ; mn. The coefficient gs.�/ in front of the term � s in the poly-
nomial H.�I �/ D jP.�I �/j2 C 1 is equal to

P
kCtDs pk.�/ Npt.�/. This means that

jgs.�/j 6 CŒd.�/�s (s D 0; 1; : : : ; 2mn).

Let � be a root of the polynomialH�.�I �/ D Pmn

sD0 hmn�s.�/�
s with h0.�/ D 1.

Then � is also the root of the polynomialH.�I �/, and therefore

j� j 6 c

2mnX

sD0

jgs.�/j1=s:

Hence, each root � of the polynomialH.�I �/ satisfies j� j 6 cd.�/. Since the coeffi-

cients hs.�/ are symmetric functions of the roots of H�.�I �/, the inequality

j Nhs.�/j 6 cŒd.�/�s .s D 0; 1; : : : ; mn/ (4.2.7)

holds for all � 2 R
n�1.

We now consider the relation

� sH�.�I �/ D P.�I �/T1.�I �/C T2.�I �/; (4.2.8)

which determines the polynomials T1 and T2. These polynomials can also be ex-
pressed as

T1.�I �/ D � s C t
.1/
1 .�/� s�1 C � � � C t

.1/
s�1.�/� C t .1/s .�/;

T2.�I �/ D t
.2/
1 .�/�mn�1 C � � � C t

.2/
mn�1.�/� C t .2/mn

.�/:
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Equating the coefficients of like powers of � in both sides of (4.2.8), we obtain the
relations

Nhk.�/ D

8
ˆ̂̂
ˆ̂<
ˆ̂̂
ˆ̂:

kX

%D0

pk�%.�/t
.1/
% .�/ .k D 0; : : : ; s/;

t
.2/

k�s
.�/C

sX

%D0

t .1/% .�/pk�%.�/ .k D s C 1; : : : ; mn/;

t
.2/

k�s
.�/C

sX

%Dk�mn

t .1/% .�/pk�%.�/ D 0 .k D mn C 1; : : : ; mn C s/

(here t
.1/
0 .�/ D 1). Determining the coefficients of T1.�I �/ and T2.�I �/ from these

relations and using (4.2.6) and (4.2.7), we see that the inequalities

jt .1/% .�/j 6 cŒd.�/�% .% D 0; : : : ; s/; (4.2.9)

jt .2/
k
.�/j 6 CŒd.�/�kCs .k D 1; : : : ; mn/ (4.2.10)

hold for all � 2 Rn�1. Let � 2 Rn�1, let c1 > 0 be a sufficiently large constant,
and let I1.�/ D f� W � 2 R

1; j� j 6 c1d.�/g and I2.�/ D R
1 n I1.�/. Consider the

representation

1Z

�1

jT1j2 C jT2j2
jP j2 C 1

d� D
Z

I1.�/

jT1j2 C jT2j2
jP j2 C 1

d� C
Z

I2.�/

jT1j2 C jT2j2
jP j2 C 1

d�: (4.2.11)

The first integral on the right-hand side of (4.2.11) is estimated with the help of (4.2.8)
and (4.2.9):

Z

I1.�/

jT1j2 C jT2j2
jP j2 C 1

d� 6 c

c1d.�/Z

0

jT1j2 C j� sH� � PT1j2
jP j2 C 1

d�

6 c

c1d.�/Z

0

�jT1j2 C jT1j2jP j2 C �2sjH�j2� d�

jH�j2

6 c

c1d.�/Z

0

�jT1j2 C �2s
�
d� 6 cŒd.�/�2sC1:
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The second integral on the right-hand side of (4.2.11) is estimated with the help of
(4.2.6) and (4.2.10):

Z

I2.�/

jT1j2 C jT2j2
jP j2 C 1

d� 6 c

1Z

c1d.�/

�2s C �2.mn�1/Œd.�/�2.sC1/

�2mn C 1

6 c

1Z

c1d.�/

Œd.�/�2.sC1/��2d� D cŒd.�/�2sC1:

Thus, the estimate (4.2.4) is established for all � 2 Rn�1.
Suppose now that the hyperplane t D 0 is not characteristic for the operator

P.D/. We setm% D mn D J (% D 1; : : : ; n�1) in the conditions 1–4 that define the
polynomial (4.2.1). Then the norms j�j and h�i are equivalent in R

n�1, and (4.2.5)
follows from (4.2.4). �

4.2.2 The estimate (4.2.16) for quasielliptic polynomials of type l > 1

The main result of this subsection is Theorem 4.2.3, which shows that the inequality
(4.2.17) is a criterion for the validity of (1.2.16) for quasielliptic polynomials P.�I �/
of type l > 1.

The polynomial (4.2.1) is called a polynomial of type l , if for all � 2 R
n�1 n f0g

the number of the � -roots of the polynomialP0.�I �/ lying in the half-plane Im � > 0,
� D � C i� , is equal to l . The polynomial (4.2.1) is called quasielliptic, if

jP0.�I �/j > c .h�im C j� jmn/ (4.2.12)

for all .�I �/ 2 Rn.
Now we show that, for quasielliptic polynomials of type l > 1, the functionƒ.�/

admits a lower bound, which is the opposite of (4.2.4).

Proposition 4.2.2. Let P.�I �/ be a quasielliptic polynomial of type l > 1, and let

R.�I �/ D � s (s D 0; : : : ; mn � 1). Then the function ƒ.�/, defined by (4.1.2),
satisfies the estimate

ƒ.�/ > c .1C h�i/.2sC1/m=mn (4.2.13)

for all � 2 Rn�1. In particular, if P.�I �/ is a properly elliptic polynomial of even

order, then

ƒ.�/ > c .1C j�j/2sC1 : (4.2.14)

Proof. If P.�I �/ is a quasielliptic polynomial of type l > 1, then one can easily
show that there exists a � -root � D z.�/ of P.�I �/ such that the estimate

Im z.�/ > c .1C h�i/m=mn (4.2.15)

holds true for large j�j.



4.2 Quasielliptic polynomials 191

Let �.�/ be a piecewise continuous function in Rn�1 which is equal to z.�/ for
large values of h�i and satisfies Im �.�/ > c for all � 2 R

n�1. For each � 2 R
n�1 the

function u.�I t/ D exp .i�.�/t/ exponentially tends to zero as t ! 1. Therefore, in
accordance with Lemma 2.1.8, Chapter 2, one can approximate u for each fixed � 2
R
n�1 by a sequence u% 2 C1

0 .R
1
C/ such that .u%�u/.s/ˇ̌

tD0
D 0 (s D 0; : : : ; mn�1)

and

lim
%!1

1Z

0

hˇ̌
P .�I �i d=dt/ .u% � u/

ˇ̌2 C ju% � uj2
i
dt D 0:

Since ƒ.�/ defined by (4.1.2) is the sharp constant in the inequality

jv.s/ ˇ̌
tD0

j2 6 ƒ.�/

2
4

1Z

0

jP .�I �i d=dt/ vj2 C jvj2
3
5 dt; v 2 C1

0 .R
1
C/;

the function u.�I t/ satisfies for all � 2 R
n�1 the inequalities

ju.s/.�I t/ˇ̌
tD0

j2 6 ƒ.�/

1Z

0

h
jP .�I �i d=dt/ u.�I t/j2 C ju.�I t/j2

i
dt

(s D 0; : : : ; mn � 1). Henceƒ.�/ > c for all � 2 Rn�1, and the estimate

ƒ.�/ > 2Im z.�/jz.�/js > c .1C h�i/.2sC1/m=mn

is satisfied for large h�i.
If P.�I �/ is a properly elliptic polynomial of even order J , then J D 2, m% D

mn D m D J (% D 1; : : : ; n � 1), l D J=2 > 1, while the norms j�j and h�i
are equivalent in Rn�1, and the estimate jP0.�I �/j > c

�j�j2 C �2
�J=2

holds for all

� 2 R
n�1. This means that in this case (4.2.14) follows from (4.2.13). �

We now turn to the main result of this subsection.

Theorem 4.2.3. Let P.�I �/ be a quasielliptic polynomial (4.2.1) of type l > 1, and

let P0.�/ D 1. The estimate

��
@su

@t s

��2

B1=2

6 C
�kP.D/uk2 C kuk2� ; u 2 C1

0 .R
n
C/; (4.2.16)

(s D 0; : : : ; mn � 1), holds true if and only if

B.�/
�
1C h�i.2sC1/m=mn

�
6 const a.e. in R

n�1: (4.2.17)

In particular, if P.�I �/ is a properly elliptic polynomial of even order J , then the

estimate (4.2.16) with s D 0; : : : ; J � 1 is valid if and only if

B.�/
�
1C j�j2sC1� 6 const a.e. in R

n�1: (4.2.18)
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This theorem follows immediately from Theorem 4.1.1 and Propositions 4.2.1
and 4.2.2.

Remark 4.2.4. The quasiellipticity condition for the polynomial P.�I �/ and the re-
quirement l > 1 cannot, in general, be omitted in the formulation of Theorem 4.2.3.
This is demonstrated by the following examples.

1. Let P.D/ D @

@t
C
n�1P
%D1

@2

@x2%
be the backward heat operator, let s D 0, and let

R.�I �/ D 1. The polynomialP.�I �/ D i��j�j2 is quasielliptic, (m1 D � � � D
mn�1 D 2,mn D 1,m D 2), but its root � D �ij�j2 (here P.�I �/ D P0.�I �/)
lies in the half-plane Im � < 0, if j�j ¤ 0. Since, P.�I �/ D i��j�j2, we obtain
for j�j ! 1 the equalities:

HC.�I �/ D �i� � .j�j4 C 1/1=2; H�.�I �/ D i� � .j�j4 C 1/1=2;

T1.�I �/ D 1; T2.�I �/ D j�j2 � .j�j4 C 1/1=2;

ƒ.�/ D .j�j4 C 1/1=2 � j�j2 D O.j�j�2/:

Thus,ƒ.�/ does not satisfy inequality (4.2.13) (in this example we have j�j D
h�i).

2. Let P.D/ D i
@

@t
�
n�1P
%D1

@2

@x2%
be the Schrödinger operator, and let s D 0.

The polynomial P.�I �/ D �� C j�j2 is generalized homogeneous, (m1 D
� � � D mn�1 D 2, mn D 1, m D 2), but not quasielliptic, since its root
� D j�j2 is real. It can be verified directly that HC.�I �/ D �� C j�j2 C i,
H�.�I �/ D �� C j�j2 � i, T1.�I �/ D 1, T2.�I �/ D i, and ƒ.�/ D 1. Hence,
in this example ƒ.�/ again does not satisfy (4.2.13) (similarly to the above
example, we have j�j D h�i).

4.2.3 The estimate (4.2.19) for quasielliptic polynomials of type l > 1

In this subsection, we show that (4.2.19) holds for quasielliptic polynomials P.�I �/
of type l > 1 if and only if (4.2.20) is fulfilled a.e. in Rn�1 (see Theorem 4.2.5).

Theorem 4.2.5. Let P.�I �/ be a quasielliptic polynomial (4.2.1) of type l > 1, and

let p0.�/ D 1. The estimate






@su

@t s






B1=2

6 C
�kP.D/uk2 C kuk2� ; u 2 C1

0 .R
n
C/; (4.2.19)

where s D 0; : : : ; mn, holds true if and only if

B.�/
�
1C h�i2sm=mn

�
6 const (4.2.20)
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for almost all � 2 Rn�1. In particular, if P.�I �/ is a properly elliptic polynomial of

even orderm, then the estimate (4.2.19), where s D 0; : : : ; m, holds if and only if

B.�/
�
1C j�j2s� 6 const (4.2.21)

a.e. in R
n�1.

Proof. Necessity. Let u.�I t/ be the function considered in the proof of Proposition
4.2.2. Since it tends exponentially to zero as t ! 1, the estimate

B.�/

1Z

0

ˇ̌
ˇ̌@
su.�I t/
@t s

ˇ̌
ˇ̌
2

dt 6 C

1Z

0

h
jP .�I �i d=dt/ u.�I t/j2 C ju.�I t/j2

i
dt

with s D 0; : : : ; mn holds a.e. in R
n�1. This means that B.�/ 6 const a.e. in R

n�1,
and for large values of h�i the inequality B.�/jz.�/j2s 6 const holds true. Taking
into account (4.2.15), we obtain (4.2.20).

Sufficiency. We estimate the left-hand side of (4.1.19). First, we show that for a
quasielliptic polynomial P satisfying conditions 1–4,

sup
�2R1

�2s

jP.�I �/j2 C 1
6 constŒd.�/�2.s�mn/: (4.2.22)

Indeed, we have sup�2R1
�2s

h�i2mC�2mn C1
6 const, if h�i 6 1. Since

sup
�2R1

�2s

h�i2m C �2mn C 1
D h�i2m.s=mn�1/ sup

�2R1

�2s1

1C �
2mn

1 C h�i�2m

and sup�2R1

�2s1

1C �
2mn

1 C h�i�2m
6 const for h�i > 1, we see that the inequality

sup
�2R1

�2s

h�i2m C �2mn C 1
6 constŒd.�/�2.s�mn/ (4.2.23)

is fulfilled for all � 2 R
n�1.

On the other hand, the quasiellipticity of the polynomial P implies the estimate

jP.�I �/j > const
�h�immn

C �mn
�
; (4.2.24)

provided that h�im C j� jmn > c1, where c1 is a constant depending only on the
numbersm% and the coefficients a˛ of the polynomial P . Since obviously

sup
h�imCj� jmn 6c1

�2s

jP.�I �/j2 C 1
6 const;

(4.2.22) follows from (4.2.23) and (4.2.24).
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Let us show that

1Z

�1

1Z

�1

j�1.�I �; �/j2 C j�2.�I �; �/j2
.jP.�I �/j2 C 1/.jP.�I �/j2 C 1/

d�d� 6 constŒd.�/�2s; (4.2.25)

where �1 and �2 are the polynomials defined in Theorem 4.1.9. Let

HC.�I �/ D
mnX

kD0

hmn�k.�/�
k; P.�I �/ D

mnX

kD0

pmn�k.�/�
k;

and let �.�I �; �/ be the polynomial (4.1.18). Dividing � s�k � �s�k by .� � �/, we
find that

�.�I �; �/ D
mnX

jD1

'j .�I �; s/� j�1; (4.2.26)

where R.�I �/ D � s and

'j .�I �; s/ D

8
ˆ̂̂
ˆ̂<
ˆ̂̂
ˆ̂:

�
j�1X

kD0

hmn�k.�/�
sCk�j ; 1 6 j 6 s;

mnX

kDj

hmn�k.�/�
sCk�j ; s C 1 6 j 6 mn:

(4.2.27)

Let T1j , T2j be the quotient and the reminder of the division of the polynomial
(of � ) � j�1H�.�I �/ by P.�I �/. According to Proposition 4.2.1,

1Z

�1

jT1j .�I �/j2 C jT2j .�I �/j2
jP.�I �/j2 C 1

d� 6 constŒd.�/�2j�1: (4.2.28)

From the estimates (4.2.6) for ps.�/ we get the inequality jP.�I �/j2 C 1 >

const.�2mn C 1/ provided that c is a sufficiently large constant and j�j > cd.�/. Let
I1.�/ and I2.�/ be the intervals defined in the proof of Proposition 4.2.1. It follows
from (4.2.22) that

Z

I1.�/

�2.sCk�j /

jP.�I �/j2 C 1
d� 6 constŒd.�/�2.sCk�j�mn/C1: (4.2.29)

On the other hand, in view of the choice of c we have

Z

I2.�/

�2.sCk�j /

jP.�I �/j2 C 1
d� 6 const

Z

cd.�/

�2.sCk�j /

�2mn C 1
d�

6 constŒd.�/�2.sCk�j�mn/C1:

(4.2.30)
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Based on (4.2.26) and (4.2.27), we see that (4.2.25) follows from the estimates
(4.2.28)–(4.2.30) and the inequality (4.2.7) for hs.�/. It remains only to note that the
estimates (4.2.22) and (4.2.25) imply (4.1.8). �

Remark 4.2.6. In the formulation of Theorem 4.2.5, the condition l > 1 cannot, in
general, be omitted. For example, condition (4.2.20) for the backward heat operator

P.D/ D @

@t
C
n�1P
%D1

@2

@x2%
can be written as

B.�/
�
1C j�j4s� 6 const .s D 0; 1/: (4.2.31)

The polynomial P.�I �/ D i� � j�j2 is quasielliptic, but for � ¤ 0 it has no roots in
the half-plane Im � > 0, � D � C i� . We claim that the inequality

B.�/ .1C j�j/4s�4 6 const .s D 0; 1/ (4.2.32)

is necessary and sufficient for the validity of the estimate (4.2.19) for this operator.
Indeed, setting P.�I �/ D i� � j�j2, we get

sup
�2R1

�2s

jP.�I �/j2 C 1
D �

1C j�j4�s�1 : (4.2.33)

On the other hand, from the definition of �1 and �2 we obtain directly that

�1 D �
1C j�j4�s=2 ; �2 D i

�
1C j�j4�s=2

h
j�j2 � �

1C j�j4�1=2
i
: (4.2.34)

Now from (4.2.33) and (4.2.34) it follows that (4.1.8) is equivalent to (4.2.32).

4.3 Homogeneous polynomials with simple roots

In this section we study criteria for the validity of (4.2.16) and (4.2.19) in the case
where P.�I �/ D �J C p1.�/�

J�1 C � � � C pJ .�/ is a polynomial (of � ) and its
coefficients are continuous, positive homogeneous functions of the variable � 2 R

n�1

such that degpk.�/ D k and pJ .�/ ¤ 0 for � ¤ 0.

We assume that the � -roots z1.�/; : : : ; zJ .�/ are pairwise distinct for all � ¤ 0.
Suppose that for all % D 1; : : : ; J the functions Im z%.�/ either vanish identically, or
preserve the sign on the unit sphere Sn�2. It is also assumed that for all % D 1; : : : ; J
one of the following two conditions holds: either P.�I Nz%.�// � 0 or P.�I Nz%.�// ¤ 0
for all � ¤ 0.

We will use the following inequalities, which follow directly from the assumptions
made above:

c�1j�j 6 jzr .�/j 6 cj�j; c�1j�j 6 jzj .�/� zr.�/j 6 cj�j;
.j ¤ i; j; r D 1; : : : ; J /:

(4.3.1)
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It is also obvious that the � -roots of the polynomial P.�I �/ can be enumerated in
such a way that for all � ¤ 0 the following conditions are satisfied:

Im zr .�/ D 0 .r 6 k1/I
Im zr .�/ < 0 and P.�I zr .�// ¤ 0 .k1 < r 6 k2/I
Im zr .�/ > 0 and P.�I Nzr .�// ¤ 0 .k2 < r 6 k3/I
Im zr .�/ > 0 and P.�I Nzr .�// D 0 .k3 < r 6 k4/:

For k4 < r 6 J we set zr.�/ D Nzr�k4Ck3
.�/.

4.3.1 Asymptotic representations of the �-roots of the polynomial

HC.�I �/ as j�j ! 1

The main results of this subsection, i.e., the criteria for the validity of (4.2.16) and
(4.2.19), are established with the help of some estimates of the function ƒ.�/, de-
fined by (4.1.2), and the left-hand side of inequality (4.1.19). These estimates are
deduced from the following asymptotic representations of the � -roots of the polyno-
mial HC.�I �/ as j�j ! 1.

Lemma 4.3.1. Let P.�I �/ be a polynomial (of � ) having all properties listed above.

Then each � -root z%.�/ of the polynomialP.�I �/ corresponds to a � -root �%.�/ of the

polynomialHC.�I �/ such that for j�j ! 1 the following asymptotic representations

hold:

�%.�/ D z%.�/C ic%.�/j�j1�J CO.j�j1�2J / .% 6 k1/I (4.3.2)

�%.�/ D Nz%.�/C c%.�/j�j1�2J CO.j�j1�4J / .k1 < % 6 k2/I (4.3.3)

�%.�/ D z%.�/C c%.�/j�j1�2J CO.j�j1�4J / .k2 < % 6 k3/I (4.3.4)

�%.�/ D z%.�/C c%.�/j�j1�J CO.j�j1�2J / .k3 < % 6 k4/I (4.3.5)

�%.�/ D z%�k4Ck3
.�/C c%.�/j�j1�J CO.j�j1�2J / .k4 < % 6 J /I (4.3.6)

here c%.�/ ¤ 0 are continuous functions on Sn�2 such that c%.�/ > const > 0 for

% 6 k1 and � D �=j�j.

Proof. Set � 0
%.�/ D �%.�/j�j�1. Since P.�I �/ is a homogeneous function of degree

J w.r.t. .�I �/, we have

P.� I � 0
%.�//P .� I � 0

%.�//C j�j�2J D 0: (4.3.7)

Suppose that k1 < % 6 k2. We expand the first term in (4.3.7) in powers of .� 0
%.�/�

Nz%.�//. From the continuity of the function P and inequalities (4.3.1) it follows that

ˇ̌
ˇ̌
ˇ
@ŒPP .� I Nz%.�//�

@�

ˇ̌
ˇ̌
ˇ D jP.� I Nz%.�//j

ˇ̌
ˇ̌
ˇ
@P .� I Nz%.�//

@�

ˇ̌
ˇ̌
ˇ > const > 0:
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Dividing both parts of (4.3.7) by
@ŒPP .� I Nz%.�//�

@�
, we obtain (4.3.3).

Let k2 < % 6 k3. The same arguments as in the previous case show thatˇ̌
ˇ̌
ˇ
@ŒPP .� I z%.�//�

@�

ˇ̌
ˇ̌
ˇ > const > 0 for all � 2 Sn�2. We expand the first term in

(4.3.7) in powers of .� 0
%.�/ � z%.�//. Dividing both sides of the resulting inequality

by
@ŒPP .� I Nz%.�//�

@�
, we establish (4.3.4).

Next, let k3 < % 6 k4. Since P.�I z%.�// D P.�I Nz%.�// D 0, we have

@ŒPP .� I z%.�//�
@�

D 0:

From the definition of k3, k4 and inequalities (4.3.1) it follows that

ˇ̌
ˇ̌
ˇ
@2ŒPP .� I z%.�//�

@�2

ˇ̌
ˇ̌
ˇ D 2

ˇ̌
ˇ̌@P.� I z%.�//

@�

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ
@P .� I z%.�//

@�

ˇ̌
ˇ̌
ˇ > const > 0

for all � 2 Sn�2. We expand the first term of (4.3.7) in powers of .� 0
%.�/ � z%.�//

and divide (4.3.7) by
@2ŒPP .� I z%.�//�

@�2
. Taking the square root of both sides of the

resulting equality, we establish (4.3.6). Eq. (4.3.2) is proved in the same way.
Finally, let k4 < % 6 J . We expand the first term in (4.3.7) in powers of .� 0

%.�/�
Nz%.�//. Repeating the arguments used in the proof of (4.3.5) (and replacing z%.�/ by
Nz%.�/), we arrive at (4.3.6). �

Remark 4.3.2. From (4.3.2)–(4.3.6) it follows that for large values of j�j the � -roots
of the polynomialHC.�I �/ satisfy the estimates

c�1j�j 6 j�� .�/j 6 cj�j .1 6 r 6 J /I
c�1j�j 6 j�j .�/� �r .�/j 6 cj�j
.j ¤ i; j … .k3; k4�; r … .k3; k4�; jj � r j ¤ k4 � k3/I
c�1j�j1�J 6 j�j .�/� �jCk4�k3

.�/j 6 cj�j1�J .k3 < j 6 k4/:

(4.3.8)

The last of these inequalities is based on the obvious fact that jcj .�/�cjCk4�k3
.�/j >

const > 0 (k3 < j 6 k4). In particular, it follows from (4.3.8) that the � -roots �r .�/
are pairwise distinct for large values of j�j.

4.3.2 Necessary and sufficient conditions for the validity

of the estimate (4.2.16)

In this subsection we obtain necessary and sufficient conditions for the validity of the
estimate (4.2.16) in the case where P.�I �/ is a polynomial possessing the properties
listed at the beginning of Section 4.3.
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Lemma 4.3.3. Let R.�I �/ D � s, and let ƒ.�/ be the function defined by (4.1.2). If

the � -roots of the polynomials P and HC are simple, then

ƒ.�/ D
JX

�;%D1

��%.z%.�/; ��.�// Œz%.�/�s Œ��.�/�
s; (4.3.9)

where

��%.z%.�/; ��.�// D i

JQ
jD1

.z%.�/� N�j .�//
Q
~¤%

.z~.�/� N��.�//
Q
j¤%

.zj .�/� z%.�//
Q
j¤�

.��.�/� �j .�//
: (4.3.10)

This lemma follows immediately from Corollary 4.1.5.
We now turn to the study of conditions for the validity of (4.2.16).

Theorem 4.3.4. Let P.�I �/ D �J Cp1.�/�
J�1C � � � CpJ .�/ be a polynomial of �

such that its coefficients and its � -roots satisfy all requirements listed at the beginning

of Section 4.3. The estimate (4.2.16) with s D 0; : : : ; J � 1 is valid if and only if the

following conditions are fulfilled:

1. If Im z%.�/ > 0 holds for at least one value of % (1 6 % 6 J ) then the

inequality

B.�/ .1C j�j/2sC1 6 const (4.3.11)

is satisfied a.e. in Rn�1.

2. If Im z%.�/ D 0 for at least one value of % (1 6 % 6 J ) and Im z%.�/ 6 0
(1 6 % 6 J ), then

B.�/ .1C j�j/2sC1�J
6 const a.e. in R

n�1: (4.3.12)

3. If Im z%.�/ < 0 (% D 1; : : : ; J ), then

B.�/ .1C j�j/2sC1�2J
6 const a.e. in R

n�1: (4.3.13)

Proof. Let ƒ.�/ be defined by (4.1.2). Since the hyperplane t D 0 is not character-
istic for the operator P.D/, Proposition 4.2.1 ensures the validity of the inequality
ƒ.�/ 6 c.1 C j�j/2sC1 for almost all � 2 R

n�1. Hence, the function ƒ.�/ is lo-
cally bounded. Starting from (4.3.9), (4.3.10), and the asymptotic representations
(4.3.2)-(4.3.6) we estimate ƒ.�/ from above for large values of j�j.

First, we observe that inequalities (4.3.1) and (4.3.8) imply the estimates

Y

j¤%

.zj � z%/
Y

j¤�

. N�� � N�j / >

(
cj�j2J�2; if � 6 k3;

cj�jJ�2; if k3 < � 6 J:
(4.3.14)
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From the same inequalities and the representations (4.3.2)–(4.3.6) it follows that

jz%.�/� N�%.�/j 6

8
<̂

:̂

cj�j1�J ; if % 6 k1 or k4 6 % 6 J;

cj�j1�2J ; if k1 < % 6 k2;

cj�j; if k2 < % 6 k4;

(4.3.15)

and ˇ̌
ˇ̌
ˇ̌
Y

j¤%

.z% � N�j /
ˇ̌
ˇ̌
ˇ̌ 6

(
cj�jJ�1; if % 6 k4;

cj�j�1; if k4 < % 6 J:
(4.3.16)

Therefore, for � ¤ % we have

ˇ̌
ˇ̌
ˇ̌
JY

jD1

.z% � N�j /
ˇ̌
ˇ̌
ˇ̌ 6

8
<̂

:̂

c; if % 6 k1;

cj�j�J ; if k1 < % 6 k2 or k4 6 % 6 J;

cj�jJ ; if k2 < % 6 k4;

(4.3.17)

ˇ̌
ˇ̌
ˇ̌
Y

~¤%

.z~ � N�%/
ˇ̌
ˇ̌
ˇ̌ 6

(
cj�jJ�1; if % 6 k3 or k4 < % 6 J;

cj�j�1; if k3 < % 6 k4;
(4.3.18)

ˇ̌
ˇ̌
ˇ̌
Y

~¤%

.z~ � N��/
ˇ̌
ˇ̌
ˇ̌ 6

8
<̂

:̂

cj�j�1; if � 6 k1 or k3 6 � 6 J;

cj�j�1�J ; if k1 < � 6 k2;

cj�jJ�1; if k2 < � 6 k3:

(4.3.19)

Let ��%.�/ D ��%.z%.�/; ��.�// be the functions given by (4.3.10). Taking into ac-
count inequalities (4.3.14), (4.3.17)-(4.3.19), we obtain:

j�%%.�/j 6

8
<̂

:̂

cj�j1�J ; if % 6 k1 or k4 < % 6 J;

cj�j1�2J ; if k1 < % 6 k2;

cj�j; if k2 < % 6 k4I
(4.3.20)

If � ¤ %, then we have

j��%.�/j 6

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
<̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
:̂

cj�j1�J ; if % 6 k1; k2 < � 6 J or � 6 k1; k2 < % 6 k4I
cj�j1�2J ; if %; � 6 k1 or k1 < % 6 k2; k2 < � 6 J

or k2 < % 6 k4; k1 < � 6 k2 or k4 < % 6 J;

k2 < � 6 J I
cj�j1�3J ; if % 6 k1; k1 < � 6 k2 or k1 < % 6 k2;

� 6 k1 or k4 < % 6 J; � 6 k1I
cj�j1�4J ; if k1 < %; � 6 k2 or k4 < % 6 J;

k1 < � 6 k2I
cj�j; if k2 < % 6 k4; k2 < � 6 J:

(4.3.21)
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The estimates (4.3.20)–(4.3.21) combined with (4.3.1) and (4.3.8) imply the fol-
lowing assertions.

Suppose Im z%.�/ > 0 for at least one % (1 < % 6 J ). Then

ƒ.�/ 6 c.1C j�j/2sC1: (4.3.22)

Next, suppose Im z%.�/ 6 0 for % D 1; : : : ; J , and Im z%.�/ D 0 for at least one
% (1 6 % 6 J ). Then

ƒ.�/ 6 c.1C j�j/2sC1�J : (4.3.23)

Finally, let Im z%.�/ < 0 for % D 1; : : : ; J . Then

ƒ.�/ 6 c.1C j�j/2sC1�2J : (4.3.24)

We show that in all these cases the function ƒ.�/ satisfies the opposites of the
respective estimates (4.3.22)–(4.3.24), respectively.

Suppose that v.�I t/ D exp .i�.�/t/, where �.�/ is a function satisfying Im �.�/ >

const > 0 for all � 2 R
n�1. Since v.�I t/ tends exponentially to zero as t ! 1 for

all � 2 Rn�1, it satisfies the inequality

ˇ̌
ˇ̌ @
sv.�I t/
@t s

ˇ̌
ˇ̌
tD0

ˇ̌
ˇ̌
2

6 ƒ.�/

1Z

0

h
jP .�I �i d=dt/ v.�I t/j2 C jv.�I t/j2

i
dt:

This yields the estimate

2j�.�/j2sIm �.�/ 6 ƒ.�/Œ1C jP.�I �.�//j2�: (4.3.25)

The definition of �.�/ for large values of j�j is given in accordance with the dis-
tribution of the � -roots of the polynomial P.�I �/.

Suppose that Im z%.�/ > 0 for at least one value of % (1 6 % 6 J ). Setting
�.�/ D z%.�/, we find in view of (4.3.25) that 2jz%.�/j2sIm z%.�/ 6 ƒ.�/. Then,
the first estimate in (4.3.1) and the homogeneity of the function Im z%.�/ yield the
inequality

ƒ.�/ > c.1C j�j/2sC1: (4.3.26)

Next, suppose that Im �%.�/ D 0 for at least one value of % (1 6 % 6 J ) and
Im �%.�/ 6 0 (% D 1; : : : ; J ). We denote by �%.�/ the � -root of the polynomial
HC.�I �/ which corresponds (see (4.3.2)) to the root z%.�/ satisfying Im z%.�/ D 0,
and put �.�/ D �%.�/. It follows immediately from (4.3.2)–(4.3.6) that j�%.�/ �
zj .�/j 6 cj�j for j ¤ %, j�%.�/� z%.�/j 6 cj�j1�J , and Im �%.�/ > cj�j1�J . Hence,

jP.�I �%.�//j D
ˇ̌
ˇ
QJ
jD1.�%.�/� zj .�/

ˇ̌
ˇ 6 c. Moreover, it follows from (4.3.8) and

(4.3.25) that
ƒ.�/ > c.1C j�j/2sC1�J : (4.3.27)

Finally, let Im z%.�/ < 0 for all % D 1; : : : ; J . We define �.�/ by the equality
�.�/ D �%.�/, where �%.�/ is an arbitrary � -root of the polynomial HC.�I �/. From
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(4.3.3) it follows that Im �%.�/ > C j�j and jP.�I �%.�//j 6 C.1C j�j/J . Taking into
account (4.3.8), we obtain from (4.3.25) the estimate

ƒ.�/ > C.1C j�j/2sC1�2J : (4.3.28)

If j�j is a bounded quantity, then the validity of (4.3.26)–(4.3.28) follows from
(4.3.25) and the inequality Im �.�/ > const > 0. Thus, all assertions of Theorem
4.3.4 follow from Theorem 4.1.1 and the estimates (4.3.22)–(4.3.24) and (4.3.26)–
(4.3.28). �

4.3.3 Necessary and sufficient conditions for the validity

of the estimate (4.2.19)

In this subsection we establish criteria for the validity of the estimate (4.2.19) in our
particular class of polynomials P.�I �/.

Theorem 4.3.5. Let the polynomial P.�I �/ be as in Theorem 4.3.4. The estimate

(4.2.19) with s D 0; : : : ; J is valid if and only if the following conditions are satisfied:

1. If Im z%.�/ > 0 for at least one value of % (1 6 % 6 J ), then

B.�/ .1C j�j/2s 6 const a.e. in R
n�1: (4.3.29)

2. If Im z%.�/ < 0 for all % (% D 1; : : : ; J ), then

B.�/ .1C j�j/2.s�J/ 6 const a.e. in R
n�1: (4.3.30)

Proof. Necessity. Let �.�/ be the function defined in the proof of the estimates
(4.3.26)–(4.3.28). Substituting the function v.�I t/ D exp .i�.�/t/ into the inequality

B.�/

1Z

0

ˇ̌
ˇ̌@
sv.�I t/
@t s

ˇ̌
ˇ̌
2

dt 6 C

1Z

0

h
jP .�I �i d=dt/ v.�I t/j2 C jv.�I t/j2

i
dt;

we obtain
B.�/j�.�/j2s 6 CŒjP.�I �.�//j2 C 1�: (4.3.31)

From (4.3.31) and the condition Im �.�/ > const > 0 it follows that B.�/ 6 const
a.e. in R

n�1, provided j�j is a bounded quantity. Inequalities (4.3.29) and (4.3.30) are
deduced from (4.3.31) for large j�j in exactly the same way as inequalities (4.3.26)–
(4.3.28) were obtained above.

Sufficiency. We estimate the left-hand side of (4.1.19). First, we show that if
Im z%.�/ D 0 for at least one % (1 6 % 6 J ), then

c1.1C j�j/2s 6 sup
�2R1

�2s

jP.�I �/j2 C 1
6 c2.1C j�j/2s; (4.3.32)
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while if Im z%.�/ ¤ 0 for all % D 1; : : : ; J , then

sup
�2R1

�2s

jP.�I �/j2 C 1
6 c3.1C j�j/2.s�J/: (4.3.33)

Let c be a sufficiently large constant, and let I1.�/ D f� 2 R1 W j� j 6 c.1 C
j�j/g, I2.�/ D R

1 n I1.�/. Since pk.�/ 6 const.1 C j�j/k (k D 1; : : : ; J ), the
estimate jP.�I �/j2 > const �2J holds on the set I2.�/, provided c is sufficiently
large. Therefore,

sup
�2I2.�/

�2s

jP.�I �/j2 C 1
6 const: (4.3.34)

Suppose that for a given % (1 6 % 6 J ) we have Im z%.�/ D 0. Then, it follows
from the definition of I1.�/ and the inequality jP.�I �/j2 > 0 that

sup
�2I1.�/

�2s

jP.�I �/j2 C 1
6 const.1C j�j/2s: (4.3.35)

Taking into account (4.3.34) and (4.3.35), we obtain the upper bound of (4.3.32). To
prove the lower bound, it suffices to put � D z%.�/ and Im z%.�/ D 0.

Let Im z%.�/ ¤ 0 for all % D 1; : : : ; J . Then, obviously jP.�I �/j2 > const.�2 C
j�j2/J . Therefore, the estimate (4.3.33) is a particular case of (4.2.22) form D mn D
J , h�i D j�j.

We estimate the second term on the left-hand side of (4.1.19). It suffices to estab-
lish such estimate for large values of j�j. Indeed, if j�j is bounded and B.�/ 6 const,
then the inequality

B.�/

1Z

0

ˇ̌
ˇ̌d
su

dt s

ˇ̌
ˇ̌
2

dt 6 C

1Z

0

h
jP .�I �i d=dt/ u.t/j2 C ju.t/j2

i
dt; u 2 C1

0 .R
1
C/

is trivial. We denote by E.�/ the second term on the left-hand side of (4.1.19). Note
that, for large values of j�j, not only the � -roots of the polynomial P.�I �/, but also
the � -roots of the polynomialHC.�I �/ are pairwise distinct. Using the definition of
the polynomials �1 and �2 that figure in (4.1.19), and applying Corollary 4.1.5 we
obtain

E.�/ D
1Z

�1

JX

�;%D1

��%.�/
�.�I �; z%.�//�.�I �; ��.�//

jP.�I �/j2 C 1
d�; (4.3.36)
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where ��%.�/ D ��%.z%.�/; ��.�// are the functions (4.3.10) and �.�I �; �/ D .� �
�/�1ŒHC.�I �/� s �HC.�I �/�s�. Using the equalities

�.�I �; z%.�//
HC.�I �/

D
JX

kD1

Œ�k.�/�
s
Q
j¤k

.z%.�/� �j .�//

Q
j¤k

.�k.�/� �j .�//.�� �k.�//

�.�I �; ��.�//
HC.�I �/

D Œ�.�/�s

�� ��.�/

we conclude after calculation of the integral on the right-hand side of (4.3.36) that

E.�/ D 2�i

JX

�;%;kD1

��%.�/��%k.�/Œ��.�/�
sŒ N�k.�/�s; (4.3.37)

where

��%k.�/ D

Q
j¤k

. Nz%.�/� N�j .�//

.��.�/� �k.�//
Q
j¤k

.�k.�/� �j .�//
: (4.3.38)

Let k1, k2, k3, k4 be the natural numbers defined at the beginning of this section.
Using the asymptotic representations (4.3.2)–(4.3.6) and the estimates (4.3.8), we
obtain for large j�j the following inequalities:

j��.�/ N�k.�/j > cj�j; if � ¤ k; (4.3.39)

j��.�/� N��.�/j >

(
cj�j1�J ; if � 6 k1;

cj�j; if k1 < � 6 J;
(4.3.40)

ˇ̌ Y

j¤k

. N�k.�/� N�j .�//
ˇ̌

>

(
cj�jJ�1; if k 6 k3;

cj�j�1; if k3 < k 6 J:
(4.3.41)

Combining (4.3.39)–(4.3.41), we see that

j��.�/� N�k.�/j
ˇ̌ Y

j¤k

. N�k.�/� N�j .�//
ˇ̌

>

8
ˆ̂̂
<
ˆ̂̂
:

c; if � D k 6 k1

or k3 < � 6 J;

cj�jJ ; if k1 < � D k 6 k3

or k 6 k3 and � ¤ k:

(4.3.42)

Let us estimate the numerator of the right-hand side of (4.3.38). From equations
(4.3.2)–(4.3.6) and the estimates (4.3.8) we obtain for % D k the inequality

ˇ̌ Y

j¤%

. Nz%.�/� N�j .�//
ˇ̌

6

(
cj�jJ�1; if % 6 k3 or k4 < % 6 J;

cj�j�1; if k3 < % 6 k4;
(4.3.43)
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and for % ¤ k the inequality

ˇ̌ Y

j¤k

. Nz%.�/� N�j .�//
ˇ̌

6

8
ˆ̂̂
<̂
ˆ̂̂
:̂

cj�j�1; if % 6 k1;

cj�jJ�1; if % 6 k3 or k4 < % 6 J;

cj�j�1�J ; if k2 < % 6 k3;

cj�j�1�2J ; if k3 < % 6 k4:

(4.3.44)

The estimates (4.3.42)–(4.3.44), (4.3.20), and (4.3.21) immediately yield

E.�/ 6 const.1C j�j/2s; (4.3.45)

if Im z%.�/ > 0 for at least one %, and

E.�/ 6 const.1C j�j/2s�2J ; (4.3.46)

if Im z%.�/ < 0 for all % (% D 1; : : : ; J ).
Thus, the sufficiency of conditions of Theorem 4.3.5 follows from Theorem 4.1.9

and the estimates (4.3.32), (4.3.33), (4.3.45), and (4.3.46). �

4.4 Some classes of nonhomogeneous polynomials

with simple roots

Let P.�I �/ D �J Cp1.�/�
J�1C � � � CpJ .�/ be a polynomial of � with measurable

coefficients that are locally bounded in R
n�1 and grow no faster than some power of

j�j as j�j ! 1. We assume that its � -roots z1.�/; : : : ; zJ .�/ satisfy a.e. in R
n�1 the

condition

jzj .�/� zr.�/j > const > 0 .j ¤ r; j; r D 1; : : : ; J /: (4.4.1)

In this section the criteria from Theorems 4.1.1 and 4.1.9 are studied for the three
classes of polynomials defined by the conditions

Im zj .�/ � 0; Im zj .�/ 6 const < 0; Im zj .�/ > const > 0 (4.4.2)

(j D 1; : : : ; J ), respectively.
Instead of (1.0.1) and (1.0.2) we will consider the estimates

˝̋
R.D/u

˛̨ 2
B1=2 6 C

�
N 2kP.D/uk2 C kuk2� ; u 2 C1

0 .R
n
C/; (4.4.3)

kR.D/uk2
B1=2 6 C

�
N 2kP.D/uk2 C kuk2� ; u 2 C1

0 .R
n
C/; (4.4.4)

where N > 0 is a sufficiently large constant, depending only on J and on the con-
stants from the estimates (1.4.1)–(1.4.2). It is obvious that the estimate (4.4.3) is
equivalent to (4.0.1), while the estimate (4.4.4) is equivalent to (4.0.2). We also note
that, w.r.t. (4.4.3)–(4.4.4), HC.�I �/ is a polynomial of � such that its � -roots lie in
the half-plane Im � > 0, � D � C i� , and jHC.�I �/j2 D N 2jP.�I �/j2 C 1. This
notation will be used throughout the whole Section 4.4.
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4.4.1 A formula for the function ƒ.�/

In this subsection, equation (4.4.5) will be established for the function ƒ.�/, de-
fined in (4.1.2) by the polynomial NP . Furthermore, from (4.4.5) we will derive the
asymptotic representations ofƒ.�/ asN ! 1. On the basis of these representations,
criteria for the validity of (4.0.1) and (4.0.2) will be obtained.

Lemma 4.4.1. Let P.�I �/ and HC.�I �/ be the polynomials with simple � -roots

zj D zj .�/ and �j D �j .�/. Let ƒ.�/ be the function defined in (4.1.2) by the

polynomialNP . Then

ƒ.�/ D iN�2

JX

j;%;�D1

R.�I zj /R.�I z%/

�

JQ
kD1

.�k � Nz%/

.�� � �j /.�� � Nz%/
Q
k¤j

.zj � zk/
Q
k¤%

. Nzk � Nz%/
Q
k¤�

.�� � �k/
:

(4.4.5)

Proof. Using Corollary 4.1.5, we obtain the equation

ƒ.�/ D i

JX

%;�D1

R.�I ��/R.�I z%/

JQ
kD1

. Nz% � �k/
Q
k¤%

. Nzk � ��/
Q
k¤%

.zk � z%/
Q
k¤�

.�� � �k/
: (4.4.6)

Applying the Lagrange interpolation formula, we get

R.�I ��/ D
JX

jD1

P.�I ��/R.�I zj /
.�� � zj /

@P.�I zj /
@�

: (4.4.7)

Substituting the right-hand side of (4.4.7) in (4.4.6) and using the equality
P.�I ��/P .�I ��/ D �N�2, we can finally convert (4.4.6) to the form (4.4.5). �

4.4.2 Asymptotic representations as N ! 1 for the �-roots �j .�/ of

the polynomialHC.�I �/

Lemma 4.4.2. Suppose that the � -roots zj .�/ of the polynomialP.�I �/ satisfy (4.4.1)
and Im zj .�/ � 0 (j D 1; : : : ; J ). Then each � -root zj .�/ corresponds to a � -root

�j .�/ of the polynomialHC.�I �/ such that the uniform w.r.t. � asymptotic equality

�j .�/ D zj .�/C iN�1

ˇ̌
ˇ̌@P.�I zj .�//

@�

ˇ̌
ˇ̌
Œ1CO.N�1/� .j D 1; : : : ; J / (4.4.8)

is satisfied as N ! 1.
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Proof. By hypothesis, the coefficients of the polynomial P.�I �/ are real. Therefore,
the � -roots of the polynomialHC.�I �/must satisfy one of the relations P.�I �.�//�
iN�1 D 0, or, what is the same, one of the relations

� � zj .�/ D ˙ iN�1

@P.�I zj .�//
@�

�
JX

kD2

.� � zj .�//k @
kP.�I zj .�//

@�k

kŠ
@P.�I zj .�//

@�

: (4.4.9)

Let c1 > 0 be a constant such that the estimate

ˇ̌
ˇ̌@P.�I zj .�//

@�

ˇ̌
ˇ̌
�k
ˇ̌
ˇ̌
ˇ
@kP.�I zj .�//

@�k

ˇ̌
ˇ̌
ˇ 6 c1

holds for almost all � 2 R
n�1.2 One can assume that the numberN satisfies the inequal-

ityN log .1C c�1
1 / > 2. Let C be a number from the interval .2;N log .1C c�1

1 //.
We set Z D � � zj .�/ and rewrite (1.4.9) as Z D f .Z/. Since C > 2, the function
f maps the disc (

Z 2 C
1 W jZj 6

ˇ̌
ˇ̌@P.�I zj .�//

@�

ˇ̌
ˇ̌
�1

CN�1

)

into itself. On the other hand, the inequality

jf 0.Z/j 6

JX

kD2

C k�1N�.k�1/

.k � 1/Š
c1 < c1.e

CN�1 � 1/ < 1

holds true for all Z belonging to this disc. Therefore, for almost all � 2 R
n�1 the

equation Z D f .Z/ has a unique solution in this disc. Thus, we found a unique
� -root �j .�/ of the polynomialHC.�I �/ which satisfies the inequality

j�j .�/� zj .�/j 6

ˇ̌
ˇ̌@P.�I zj .�//

@�

ˇ̌
ˇ̌
�1

CN�1:

The asymptotic representation (4.4.8) of the root �j .�/ (here Im �j .�/ > 0) fol-
lows from equation (4.4.9) and the obvious estimate

ˇ̌
ˇ̌
ˇ̌
ˇ̌

JX

kD2

.�j .�/� zj .�//k @
kP.�I zj .�//

@�k

kŠ
@P.�I zj .�//

@�

ˇ̌
ˇ̌
ˇ̌
ˇ̌

6

JX

kD2

C kN�k

kŠ

ˇ̌
ˇ̌@P.�I zj .�//

@�

ˇ̌
ˇ̌
�k�1

ˇ̌
ˇ̌
ˇ
@kP.�I zj .�//

@�k

ˇ̌
ˇ̌
ˇ

6 const

ˇ̌
ˇ̌@P.�I zj .�//

@�

ˇ̌
ˇ̌
�1

N�2: �

2Existence of such constant obviously follows from (4.4.1).
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Lemma 4.4.3. Let the � -roots zj .�/ of the polynomial P.�I �/ satisfy (4.4.1), and

let Im zj .�/ 6 const < 0 (j D 1; : : : ; J ) a.e. in R
n�1. Then each � -root zj .�/

corresponds to a � -root �j .�/ of the polynomialHC.�I �/ such that the uniform w.r.t.

� asymptotic equality

�j .�/ D Nzj .�/� N�2

P.�I Nzj .�//@P .�I zj .�//
@�

Œ1CO.N�2/� .j D 1; : : : ; J / (4.4.10)

is satisfied as N ! 1.

Proof. Consider the equation

� � Nzj .�/ D �N�2

P.�I zj .�//@P .�I zj .�//
@�

�
2JX

kD2

.� � Nzj .�//k @
k ŒPP .�I zj .�//�

@�k

kŠP.�I zj .�//@P.�I zj .�//
@�

(4.4.11)

and note that, in the studied case, the � -roots of the polynomialHC.�I �/ satisfy this
equation. From (4.4.1) and the inequalities Im zj .�/ 6 const < 0 (j D 1; : : : ; J ) it
follows that

ˇ̌
ˇ̌
ˇ
@k ŒPP .�I Nzj .�//�

@�k

ˇ̌
ˇ̌
ˇ

ˇ̌
ˇ̌
ˇP.�I Nzj .�//@P.�I Nzj .�//

@�

ˇ̌
ˇ̌
ˇ

�k

6 const .k D 2; : : : ; J /

a.e. in Rn�1. Therefore (cf. the proof of Lemma 4.4.2), the right-hand side of (4.4.11)
represents a contracting mapping of the disc

(
� W j� � Nzj .�/j 6

ˇ̌
ˇ̌@P.�I Nzj .�//

@�
P.�I Nzj .�//

ˇ̌
ˇ̌
�1

CN�2

)

to itself, and the unique fixed point of this mapping determines a � -root �j .�/ of the
polynomialHC.�I �/ for which (4.4.10) holds. �

Lemma 4.4.4. Let the � -roots zj .�/ of the polynomial P.�I �/ satisfy (4.4.1), and

let Im zj .�/ > const > 0 (j D 1; : : : ; J ) a.e. in Rn�1. Then each � -root zj .�/
corresponds to a � -root �j .�/ of the polynomialHC.�I �/ such that the uniform w.r.t.

� asymptotic equality

�j .�/ D zj .�/� N�2

P .�I zj .�//@P.�I zj .�//
@�

Œ1CO.N�2/� .j D 1; : : : ; J / (4.4.12)

is satisfied as N ! 1.
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Proof. Noting that the � -roots of the polynomialHC.�I �/ satisfy the equation

� � zj .�/ D �N�2

P .�I zj .�//@P.�I zj .�//
@�

�
2JX

kD2

.� � zj .�//
k @
kŒPP .�I zj .�//�

@�k

kŠP .�I zj .�//@P.�I zj .�//
@�

;

we can repeat the proof of Lemma 4.4.3 with appropriate modifications. �

Remark 4.4.5. It follows from (4.4.8), (4.4.10), and (4.4.12) that for sufficiently large
N the � -roots of the polynomial HC.�I �/ are paarwise distinct a.e. in Rn�1, if the
conditions of one of Lemmas 4.4.2–4.4.4 are satisfied.

4.4.3 An asymptotic representation of the function ƒ.�/ as N ! 1

for polynomials P with the real �-roots

Proposition 4.4.6. Let the � -roots of the polynomial P.�I �/ satisfy (4.4.1), and let

the equalities Im zj .�/ � 0 (j D 1; : : : ; J ) hold. Then the functionƒ.�/, defined by

(4.1.2) for the polynomialNP , admits for N ! 1 the asymptotic representations

ƒ.�/ D N�1

JX

%D1

R.�I z%.�//j2ˇ̌
ˇ̌@P.�I z%.�//

@�

ˇ̌
ˇ̌
Œ1CO.N�1/�; (4.4.13)

ƒ.�/ D N�2

2�

1Z

�1

jR.�I �/j2
N 2jP.�I �/j2 C 1

d�Œ1CO.N�1/�; (4.4.14)

that are uniform w.r.t. � .

Proof. First, we establish (4.4.13). Using (4.4.8), (4.4.1), and the relations Im zj .�/ �
0 (j D 1; : : : ; J ), we obtain

JY

kD1

.�k � Nz%/ D
JY

kD1

.�k � z%/

D .�1/J�1iŒN�1 CO.N�2/�ˇ̌
ˇ̌@P.�I zj /

@�

ˇ̌
ˇ̌

�
@P.�I zj /

@�
CO.N�1/

�
;

Y

k¤j

.zj � zk/ D @P.�I zj /
@�

;

Y

k¤%

. Nzj � Nz%/ D
Y

k¤%

.zk � z%/ D .�1/J�1@P.�I z%/
@�

:
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Hence we can transform (4.4.5) into the form

ƒ.�/ D �N�2

JX

j;%D1

R.�I zj /R.�I z%/ŒN�1 CO.N�2/�

@P.�I zj /
@�

@P.�I z%/
@�

ˇ̌
ˇ̌@P.�I z%/

@�

ˇ̌
ˇ̌

�
�
@P.�I z%/
@�

CO.N�1/

� JX

�D1

0
BB@z� � zj C iŒN�1 CO.N�2/�ˇ̌

ˇ̌@P.�I z�/
@�

ˇ̌
ˇ̌

1
CCA

�1

�

0
BB@z� � z% C iŒN�1 CO.N�2/�ˇ̌

ˇ̌@P.�I z�/
@�

ˇ̌
ˇ̌

1
CCA

�1

�
�
@P.�I z�/
@�

CO.N�1/

��1

:

(4.4.15)

We denote by ƒ1.�/ the group of the terms on the right-hand side of (4.4.15) for
the values 1 6 j D � D % 6 J . It is clear that

ƒ1.�/ D N�1

JX

%D1

jR.�I z%.�//j2ˇ̌
ˇ̌@P.�I z%.�//

@�

ˇ̌
ˇ̌
.1CO.N�1//: (4.4.16)

On the other hand, it follows from (4.4.1) and (4.4.15) thatƒ.�/�ƒ1.�/ satisfies the
estimate

jƒ.�/ �ƒ1.�/j 6 CN�2
X

j¤%

ˇ̌
ˇ̌
ˇ̌
ˇ

R.�I zj .�//R.�I z%.�//
@P.�I zj .�//

@�

@P.�I z%.�//
@�

ˇ̌
ˇ̌
ˇ̌
ˇ
: (4.4.17)

Relation (4.4.13) now follows from (4.4.16) and (4.4.17).

Let us proceed to the proof of (4.4.14). Using the residue theorem and (4.4.7), we
get

1

2�

1Z

�1

jR.�I �/j2
N 2jP.�I �/j2 C 1

d�

D �iN�2

JX

%;j;�D1

R.�I zj /R.�I z%/
.�� � �j /.�� � �%/

Q
k¤j

.zj � zk/
Q
k¤%

.z% � zk/

� 1

Q
k¤�

.�� � �k/
JQ
kD1

.�� � N�k/
:

(4.4.18)
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Each term on the right-hand side of (4.4.18) differs from the related term from the
right-hand side of (4.4.5) by the factor

a%� D .�1/J
JY

kD1

.�� � N�k/�1
JY

kD1

.�k � z%/�1:

Taking into account (4.4.8), we can write a%� as

a%� D

ˇ̌
ˇ̌@P.�I z�/

@�

ˇ̌
ˇ̌

.N�1 CO.N�2//

�
@P.�I z�/
@�

CO.N�1/

�

�

ˇ̌
ˇ̌@P.�I z%/

@�

ˇ̌
ˇ̌

.N�1 CO.N�2//

�
@P.�I z%/
@�

CO.N�1/

� :

Hence, a%% D N 2.1CO.N�1//, and for � ¤ � we have ja�� j D N 2.1CO.N�1//.
Combination of this equation with (4.4.16) and (4.4.17) gives (4.4.14). �

4.4.4 Necessary and sufficient conditions for the validity of the

estimates (4.0.1), (4.0.2) for a polynomial P with real �-roots

As an immediate consequence of Theorem 4.1.1 and Proposition 4.4.6 we obtain

Theorem 4.4.7. Let the � -roots of the polynomial P.�I �/ satisfy (4.4.1), and let

Im zj .�/ D 0 (j D 1; : : : ; J ). The estimate (4.0.1) holds true if and only if one of the

equivalent inequalities

B.�/

JX

%D1

jR.�I z%.�//j2ˇ̌
ˇ̌@P.�I z%.�//

@�

ˇ̌
ˇ̌

6 const; (4.4.19)

B.�/

1Z

�1

jR.�I �/j2
jP.�I �/j2 C 1

d� 6 const (4.4.20)

is satisfied a.e. in R
n�1.
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Further we study, under the same assumptions, a criterion for the validity of the
estimate (4.0.2).

Theorem 4.4.8. Let P.�I �/ be the same polynomial as in Theorem 4.4.7. The esti-

mate (4.0.2) holds if and only if

B.�/ sup
�2R1

jR.�I �/j2
jP.�I �/j2 C 1

6 const for almost all � 2 R
n�1: (4.4.21)

Proof. The necessity of (4.4.21) follows from Theorem 4.1.9.

Let us prove the sufficiency. Let E.�/ be the second term on the left-hand side
of (4.1.19), which corresponds to the polynomial NP . From the definition of the
polynomials�1 and �2 figuring in (4.1.19) and equation (4.4.14) it follows that

E.�/ D N�1

2�

1Z

�1

1Z

�1

ˇ̌
ˇ̌ �.�I �; �/
HC.�I �/HC.�I �/

ˇ̌
ˇ̌
2

d�d�Œ1CO.N�1/�; (4.4.22)

with �.�I �; �/ D .�� �/�1ŒHC.�I �/R.�I �/�HC.�I �/R.�I �/�.
We set in Corollary 3.2.8, Chapter 3 K.�I �/ D R.�I �/ and L.�I �/ D HC.�I �/.

Then (4.2.16) can be rewritten as

N.1CO.N�1//E.�/ 6 const sup
�2R1

jR.�I �/j2
jNP.�I �/j2 C 1

;

which shows that (4.1.19) is equivalent to (4.4.21). �

4.4.5 An asymptotic representation of the function ƒ.�/ as N ! 1

for a polynomial P with the �-roots lying in the half-plane

Im � < 0

Proposition 4.4.9. Let the � -roots of the polynomial P.�I �/ satisfy (4.4.1), and let

Im zj .�/ 6 const < 0 (1 6 j 6 J ). Then the function ƒ.�/, defined by (4.1.2) for

the polynomialNP , admits for N ! 1 the asymptotic representation

ƒ.�/ D 1

2�

1Z

�1

ˇ̌
ˇ̌ R.�I �/
NP.�I �/

ˇ̌
ˇ̌
2

d�.1CO.N�2//; (4.4.23)

which is uniform w.r.t. � .
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Proof. From (4.4.10), (4.4.1), and the inequalities Im zj .�/ 6 const < 0 (j D
1; : : : ; J ) it follows that

JY

kD1

.�k � Nz%/ D .�1/J ŒN�2 CO.N�4/�

P.�I Nz%/
ˇ̌
ˇ̌
ˇ
@P .�I z%/

@�

ˇ̌
ˇ̌
ˇ

 
@P .�I z%
@�

CO.N�2/

!
;

Y

k¤�

.�� � �%/ D @P .�I z�/
@�

CO.N�2/:

It is also clear that

Y

k¤j

.zj � zk/ D @P.�I zj /
@�

;
Y

k¤%

. Nzk � Nz%/ D .�1/J�1@P .�I Nz%/
@�

:

Therefore, (4.4.5) can be transformed to the form

ƒ.�/ D i

N 2

JX

%;jD1

R.�I zj /R.�I z%/
 
@P .�I Nz%/

@�
CO.N�2/

!
.N�2 CO.N�4//

@P.�I zj /
@�

@P .�I Nz%/
@�

P.�I Nz%/@P .�I z%/
@�

�
JX

�D1

0
BB@ Nz� � zj � N�2 CO.N�4/

P.�I z�/@P .�I z�/
@�

1
CCA

�1

�

0
BB@Nz� � Nz% � N�2 CO.N�4/

P.�I z�/@P .�I z�/
@�

1
CCA

�1  
@P .�I Nz�/

@�
CO.N�2/

!�1

:

(4.4.24)
Denote by ƒ1.�/ the group of terms on the right-hand side of (4.4.24) for those

1 6 � D % 6 J holds. It is clear that

ƒ1.�/ D
JX

j;%D1

R.�I zj /R.�I Nz%/.1CO.N�2//

.z% � zj /@P.�I zj /
@�

P .�I z%/
@�

(4.4.25)

and

ƒ.�/ �ƒ1.�/ D iN�4

JX

j;%D1

˛%j
R.�I zj /R.�I Nz%/.1CO.N�2//

.z% � zj /@P.�I zj /
@�

@P .�I z%/
@�

; (4.4.26)
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where

˛%j D ŒP.�I Nz%/��1
X

�¤%

"
@P .�I z�/

@�

#�1

Œ.z� � zj /�1 � . Nz� � Nz%/�1�: (4.4.27)

Since the � -roots zj .�/ satisfy (4.4.1) and Im zj .�/ 6 const < 0 (j D 1; : : : ; J ),
we have j˛%j j 6 const (%; j D 1; : : : ; J ). Therefore, relations (4.4.25) and (4.4.26)
imply

ƒ.�/ D iN�2

JX

j;%D1

R.�I zj /R.�; Nz%/.1CO.N�2//

@P.�I zj /
@�

@P .�I z%/
@�

.z% � zj /

: (4.4.28)

In view of

JX

j;%D1

R.�I z%/R.�I zj /
@P .�I z%/

@�

@P.�I zj /
@�

.z% � zj /

D
JX

%D1

R.�I z%/R.�I z%/

P.�I z%/@P .�I z%/
@�

D 1

2�i

1Z

�1

ˇ̌
ˇ̌R.�I �/
P.�I �/

ˇ̌
ˇ̌
2

d�;

we can transform (4.4.28) to the form (4.4.23). �

4.4.6 Necessary and sufficient conditions for the validity of the

estimates (4.0.1), (4.0.2) for a polynomial P with the

�-roots lying in the half-plane Im � < 0

From Theorem 4.1.1 and Proposition 4.4.9 we deduce

Theorem 4.4.10. Let the � -roots of the polynomial P.�I �/ satisfy (4.4.1), and let

Im zj .�/ 6 const < 0 (1 6 j 6 J ). The estimate (4.0.1) holds true if and only if

inequality (4.4.20) is satisfied a.e. in R
n�1.

Indeed, from (4.4.23) and the conditions Im zj .�/ 6 const < 0 it follows that
(4.1.2) is equivalent to (4.4.20).

Under the same assumptions, one can formulate a criterion for the validity of the
estimate (4.0.2) as follows:

Theorem 4.4.11. Let P.�I �/ be the same polynomial as in Theorem 4.4.10. The

estimate (4.0.2) holds true if and only if inequality (4.4.21) is satisfied a.e. in Rn�1.

This theorem is derived from Theorem 4.4.10 in the same way as Theorem 4.4.8
is derived from Theorem 4.4.7.
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4.4.7 An asymptotic representation of the function ƒ.�/ as N ! 1

for a polynomial P with the �-roots lying in the half-plane

Im � > 0

Proposition 4.4.12. Let the � -roots zj .�/ of the polynomial P.�I �/ satisfy (4.4.1),
and let Im zj .�/ > const > 0 (1 6 j 6 J ). Then the function ƒ.�/, defined by

(4.1.2) for the polynomialNP , admits for N ! 1 the asymptotic representation

ƒ.�/ D 1

2�

1Z

�1

ˇ̌
ˇ̌A.�I �/
P.�I �/

ˇ̌
ˇ̌
2

d�.1CO.N�2//; (4.4.29)

which is uniform w.r.t. � . Here A.�I �/ is the remainder of the division (w.r.t. � ) of

the polynomial RP by P .

Proof. From (4.4.12), (4.4.1), and the inequalities Im zj .�/ > const > 0 (j D
1; : : : ; J ) it follows that

QJ
kD1.�k�z�/ D .�1/JP.�I z%/CO.N�2/ and

Q
k¤�.���

�k/ D @P.�I z�/
@�

CO.N�2/. Therefore, one can rewrite (4.4.5) as

ƒ.�/ D � i

N 2

JX

%;jD1

R.�I zj /R.�I z%/.P.�I Nz%/CO.N�2//

@P.�I zj /
@�

@P .�I z%/
@�

�
JX

�D1

0
BB@z� � zj � N�2 CO.N�4/

P .�I z�/@P .�I z�/
@�

1
CCA

�1

�

0
B@z� � Nz% � N�2 CO.N�4/

P .�I z�/@P.�I z�/
@�

1
CA

�1 �
@P.�I z�/
@�

CO.N�2/

��1

:

(4.4.30)
Denote by ƒ1.�/ the group of terms on the right-hand side of (4.4.30) for those

1 6 � D j 6 J holds. It is obvious that

ƒ1.�/ D i

JX

%;jD1

R.�I zj /P .�I zj /R.�I z%/P.�I Nz%/

.zj � z%/
@P.�I zj /

@�

@P .�I z%/
@�

.1CO.N�2// (4.4.31)

and

ƒ.�/ �ƒ1.�/ D iN�2

JX

%;jD1

ˇ%j
R.�I zj /P .�I zj /R.�I z%/P.�I Nz%/

.zj � z%/
@P.�I zj /

@�

@P .�I z%/
@�

� .1CO.N�2//;

(4.4.32)
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where

ˇ%j D ŒP .�I zj /��1
X

�¤j

�
@P.�I z�/
@�

��1

Œ.z� � zj /�1 � .z� � Nz%/�1�: (4.4.33)

Inequalities Im zj .�/ > const > 0 (1 6 j 6 J ) and condition (4.4.1) imply
the estimates jˇ%j j 6 const (%; j D 1; : : : ; J ). Therefore, in view of (4.4.31) and
(4.4.32) we obtain

ƒ.�/ D i

JX

%;jD1

R.�I zj /P .�I zj /R.�I z%/P.�I Nz%/

.zj � z%/@P.�I zj /
@�

@P .�I z%/
@�

.1CO.N�2//

D i

JX

%;jD1

A.�I zj /A.�I Nz%/

.zj � z%/
@P.�I zj /

@�

@P .�I z%/
@�

.1CO.N�2//;

(4.4.34)

where A.�I �/ is the remainder of the division (w.r.t. � ) of the polynomial RP by P .
It remains only to note that (4.4.34) can be transformed to the form (4.4.29) in the
same way as (4.4.28) was transformed to the form (4.4.23). (When using the residue
theorem one should take into account that Im Nz% < 0). �

4.4.8 Necessary and sufficient conditions for the validity of the

estimates (4.0.1), (4.0.2) for a polynomial P with the

�-roots lying in the half-plane Im � > 0

Theorem 4.1.1 and Proposition 4.4.12 imply the following assertion.

Theorem 4.4.13. Let the � -roots zj .�/ of the polynomial P.�I �/ satisfy (4.4.1), and

let Im zj .�/ > const > 0 (1 6 j 6 J ). The estimate (4.0.1) holds true if and only if t

B.�/

1Z

�1

jA.�I �/j2
jP.�I �/j2 C 1

d� 6 const a.e. in R
n�1: (4.4.35)

Here A.�I �/ is the remainder of the division (w.r.t. � ) of the polynomial RP by P .

Indeed, from the condition Im zj .�/ > const > 0 (1 6 j 6 J ) and equation
(4.4.29) it follows that inequality (4.1.2) is equivalent to (4.4.35).

We now turn to establishing a criterion for the validity of (4.0.2).
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Theorem 4.4.14. Let P.�I �/ and A.�I �/ be the same polynomials as in Theorem

4.4.13. The estimate (4.0.2) holds true if and only if the inequality

sup
�2R1

jR.�I �/j2
jP.�I �/j2 C 1

C
1Z

�1

1Z

�1

jE .�I �; �/j2
.jP.�I �/j2 C 1/.jP.�I �/j2 C 1/

d�d�

6
const

B.�/

(4.4.36)

with

E .�I �; �/ D .�� �/�1ŒHC.�I �/A.�I �/�HC.�I �/A.�I �/� (4.4.37)

is satisfied a.e. in R
n�1.

Proof. Denote by E.�/ the second summand of the left side of (4.1.19) which cor-
responds to the polynomial NP . From the definition of the polynomials �1, �2
figuring in (4.1.19) and equation (4.4.29) it follows that

E.�/ D 1

2�

1Z

�1

1Z

�1

jE .�I �; �/j2
.jNP.�I �/j2 C 1/jP.�I �/j2d�d�

� .1CO.N�2//:

(4.4.38)

Since Im zj .�/ > const > 0 (1 6 j 6 J ), (4.4.38) implies the equivalence of
(4.1.19) and (4.4.36). �

A more simply formulated sufficient condition for the validity of (4.0.2) gives

Theorem 4.4.15. Let P.�I �/ and A.�I �/ be the same polynomials as in Theorem

4.4.13. If

B.�/ sup
�2R1

jA.�I �/j2
jP.�I �/j2 C 1

6 const a.e. in R
n�1; (4.4.39)

then the estimate (4.0.2) holds.

Proof. We put in Corollary 3.2.8 of Chapter 3 K.�I �/ D A.�I �/ and L.�I �/ D
HC.�I �/, and suppose that E .�I �; �/ is the polynomial (4.4.37). Then (4.2.16) takes
the form

1Z

�1

1Z

�1

jE .�I �; �/j2
.jP.�I �/j2 C 1/.jP.�I �/j2 C 1/

d�d� 6 const sup
�2R1

jA.�I �/j2
jP.�I �/j2 C 1

:

(4.4.40)

On the other hand, it follows from the definition of A.�I �/ that
R

P
� Q

P
D A

PP
,

whereQ D Q.�I �/ is the quotient of the division (w.r.t. � ) of the polynomialRP by
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P . By assumption, the roots of the polynomialsP and P lie in the half-planes Im � >
0 and Im � < 0, � D � C i� , respectively. Therefore, according to Katsnelson’s
theorem (see Remark 3.3.7, Chapter 3), there exists a constant c > 0, depending only
on ord P D J , such that

sup
�2R1

ˇ̌
ˇ̌R
P

ˇ̌
ˇ̌ 6 c sup

�2R1

jAj
PP

a.e. in R
n�1: (4.4.41)

Thus, we obtain

sup
�2R1

ˇ̌
ˇ̌R
P

ˇ̌
ˇ̌
2

6 const sup
�2R1

ˇ̌
ˇ̌ A
PP

ˇ̌
ˇ̌
2

6 const sup
�2R1

jAj2
jP j2 C 1

:

From here, taking into account (4.4.40), one can see that condition (4.4.39) is suffi-
cient for the validity of (4.0.2). �

4.5 Second-order polynomials of �

In this section we establish criteria for the validity of the estimates (4.2.16), (4.2.19)
in the case, where P.�I �/ D p0.�/�

2 C p1.�/� C p2.�/ is a polynomial of the
second order w.r.t. � with measurable coefficients, that are locally bounded in Rn�1

and grow no faster that some power of j�j as j�j ! 1. We assume that p0.�/ ¤ 0
a.e. in R

n�1. We restrict ourselves to the following three cases:

1. p1.�/ � 0,

2. Impk.�/ � 0 (k D 0; 1; 2),

3. Rep1.�/ � 0, Impk.�/ � 0 (k D 0; 2).

The proofs of the main results are based on Theorems 4.1.1, 4.1.9, Proposition 4.1.2
and Lemmas 4.5.1, 4.5.2.

4.5.1 Preliminary results

In this subsection, we add to the results of Section 4.1 two more necessary and suffi-
cient conditions for the validity of the estimates (4.0.1) and (4.0.2). These assertions
(Lemmas 4.5.1, 4.5.2) will be used later to treat of the estimates (4.2.16), (4.2.19) for
the second-order (w.r.t. � ) operator P.�I �/.

Lemma 4.5.1. Let HC.�I �/ be a polynomial with the simple � -roots �1.�/; : : : ;
�J .�/, and let B D fP%�.�%.�/; ��.�//g be a positive definite J � J matrix with

the entries

P%�.�%.�/; ��.�// D i
P.�I �%.�//P.�I ��.�//C 1

�%.�/� ��.�/
.%; � D 1; : : : ; J /: (4.5.1)



218 4 Estimates for a maximal operator

Furthermore, let B�1 D fP%�.�/g. The estimate (4.0.1) holds if and only if

B.�/

JX

%;�D1

P%�.�/R.�I �%.�//R.�I ��.�// 6 const a.e. in R
n�1: (4.5.2)

Proof. Letƒ.�/ be defined by (4.1.2). For any fixed � 2 R
n�1 we can computeƒ.�/

by the formula (2.1.55), Chapter 2. Solving equation (2.1.56), Chapter 2, we find that
in the studied case

'0.�/ D .'0� .�// D
0
@

JX

%D1

P%�.�/R.�I �%.�//
1
A : (4.5.3)

Using the formula (2.1.55), Chapter 2, we obtain

ƒ.�/ D
JX

%;�D1

P%�.�/R.�I �%.�//R.�I ��.�//:

Thus, condition (4.1.2) takes the form (4.5.2). �

Lemma 4.5.2. Let the assumptions of Lemma 4.5.1 be satisfied. The estimate (4.0.2)
holds if and only if

jR.�I �/j2
jP.�I �/j2 C 1

C
JX

%;�D1

P%�.�/
R.�I �%.�//R.�I ��.�//

i.�%.�/� ��.�//
6

const

B.�/
a.e. in R

n�1:

(4.5.4)

Proof. Let �1.�I �; �/ and �2.�I �; �/ be the same as in Theorem 4.1.9. Applying
(4.5.3) to the polynomial (of � )�.�I �; �/ defined by (4.1.18), and using the definition
(4.1.2) of ƒ.�/, we find that

1Z

�1

j�1.�I �; �/j2 C j�2.�I �; �/j2
jP.�I �/j2 C 1

d� D 2�

JX

%;�D1

P%�.�/�.�I �; �%.�//

��.�I �; ��.�//:
On the other hand, it is easy to see that

ŒHC.�I �/��1�.�I �; ��.�// D .� � ��.�//�1R.�I ��.�// .1 6 � 6 J /

and
1Z

�1

.�� N�%.�//�1.�� ��.�//�1d� D 2�i.��.�/� N�%.�//�1:

Thus, inequalities (4.5.4) and (4.1.19) are equivalent. �
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4.5.2 The case p1.�/ � 0

In this subsection, we specify necessary and sufficient conditions for the validity of
the estimates (4.2.16), (4.2.19) in the case where P.�I �/ D p0.�/�

2 C p2.�/.

Theorem 4.5.3. Let P.�I �/ D p0.�/�
2Cp2.�/, let p0.�/ ¤ 0 a.e. in R

n�1, and let

p0.�/, p2.�/ be measurable functions that are locally bounded in Rn�1 and grow no

faster than some power of j�j as j�j ! 1. The estimate (4.2.16) with s D 0; 1 holds

true if and only if

B.�/.1C jp2j/sC1=2 6 constjp0jsC1=2 (4.5.5)

for almost all � 2 f� W Re .p0 Np2/ > 0g and

B.�/Œ1C jIm .jp0j�1p0 Np2/j�.1C jp2j/s�1=2 6 constjp0jsC1=2 (4.5.6)

for almost all � 2 f� W Re .p0 Np2/ < 0g.

Proof. Let �1.�/, �2.�/ be the � -roots of the polynomialHC.�I �/. Since

jHC.�I �/j2 D jp0j2�4 C 2Re .p0 Np2/�2 C jp2j2 C 1;

we have

�21;2 D ˛ ˙ ˇi; 0 < arg �1 <
�

2
;

�

2
< arg �2 < �;

˛ D �jp0j�2Re .p0 Np2/; ˇ D jp0j�2fjp0j2 C jIm .p0 Np2/j2g1=2

9
=
; : (4.5.7)

This means that �1.�/ ¤ �2.�/, and so we can apply Lemma 4.5.1. It is easy to see

that P11 D 2Im �1

jP.�I �1/j2 C 1
, P22 D 2Im �2

jP.�I �2/j2
and P12 D P21 D 0 are the

entries of the matrix B�1. Therefore, setting R.�I �/ D � s, we can write (4.5.2) in
the form

B.�/

�
Im �1j�1j2s

jP.�I �1/j2 C 1
C Im �2j�2j2s

jP.�I �2/j2 C 1

�
6 const: (4.5.8)

It follows from (4.5.7) that j�1j2s D j�2j2s D .˛2 C ˇ2/s=2 D jp0j�s.1C jp2j2/s=2
and jP.�I �1/j � jP.�I �2/j D 1. Hence, we get

j�1j2s
jP.�I �1/j2 C 1

C j�2j2s
jP.�I �2/j2 C 1

D jp0j�s.1C jp2j2/s=2: (4.5.9)

Calculating Im �1 and Im �2 on the basis of (4.5.7), we get

Im �1 D Im �2 D
�
1

2
Œ.˛2 C ˇ2/1=2 � ˛�

�1=2

D 2�1=2jp0j�1Œjp0j.1C jp2j2/1=2 C Re .p0 Np2/�1=2:
(4.5.10)
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From (4.5.9) and (4.5.10) it follows that (4.5.8) can be written in the form

B.�/jp0j�s�1.1C jp2j2/s=2Œjp0j.1C jp2j2/1=2 C Re .p0 Np2/�1=2 6 const: (4.5.11)

Let Re .p0 Np2/ > 0. Then

c1jp0j.1C jp2j/ 6 jp0j.1C jp2j2/1=2 C Re .p0 Np2/ 6 c2jp0j.1C jp2j/;

and (4.5.11) is equivalent to (4.5.5).

Let Re .p0 Np2/ < 0. Then

jp0j.1C jp2j2/1=2 C Re .p0 Np2/ D jp0j2 C jIm .p0 Np2/j2
jp0j.1C jp2j2/1=2 � Re .p0 Np2/

;

c1jp0j.1C jp2j/ 6 jp0j.1C jp2j2/1=2 � Re .p0 Np2/ 6 c2jp0j.1C jp2j/;

and (4.5.11) is equivalent to (4.5.6) �

Theorem 4.5.4. Let the polynomial P.�I �/ be the same as in Theorem 4.5.3. The

estimate (4.2.19) with s D 0; 1; 2 holds if and only if the inequality

B.�/.1C jp2j/s 6 constjp0js a.e. in R
n�1: (4.5.12)

Proof. Set R.�I �/ D � s in the estimate (4.5.4). Calculating the entries of the matrix
B�1 (cf. the proof of Theorem 4.5.3), we can write (4.5.4) in the form

�2s

jP.�I �/j2 C 1
C j�1j2s

jP.�I �1/j2 C 1
C j�2j2s

jP.�I �2/j2 C 1
6

const

B.�/
: (4.5.13)

It can be verified directly that

sup
�2R1

1

jP.�I �/j2 C 1
D
(
.jp0j2 C 1/�1; if Re .p0 Np2/ > 0;
Œjp2j2jIm .p2=p0/j2 C 1��1; if Re .p0 Np2/ 6 0;

(4.5.14)

sup
�2R1

�2

jP.�I �/j2 C 1
D .1C jp2j2/1=2

jp0j

2
4
ˇ̌
ˇ̌
ˇp0

.1C jp2j2/1=2
jp0j

C p2

ˇ̌
ˇ̌
ˇ

2

C 1

3
5

�1

;

(4.5.15)

sup
�2R1

�4

jP.�I �/j2 C 1
D

8
<̂

:̂

jp0j�2; if Re .p0 Np2/ > 0;

.jp2j2 C 1/jp0j�2Œ1C jp0j2jIm .p2=p0/j2��1;
if Re .p0 Np2/ < 0:

(4.5.16)

Equations (4.5.9) and (4.5.14)–(4.5.16) imply the equivalence of (4.5.13) and (4.5.12).
�
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4.5.3 The case Impk.�/ � 0 (k D 0; 1; 2)

In the next two theorems, we study conditions for the validity of the estimates (4.2.16),
(4.2.19) for polynomials of the second order w.r.t. � with real coefficients.

Theorem 4.5.5. Let P.�I �/ D p0.�/�
2 C 2p1.�/� C p2.�/ be a polynomial with

real measurable coefficients that are locally bounded in R
n�1 and grow no faster than

some power of j�j as j�j ! 1. Suppose that r D p�1
0 .p0p2�p21/ and p0.�/ ¤ 0 a.e.

in Rn�1. The estimate (4.2.16) with s D 0; 1 holds true if and only if the inequality

B.�/.p21 C jp0j C jp0p2j/s 6 constjp0j2sC1=2.1C jr j/�1=2 (4.5.17)

is satisfied for almost all � 2 f� W p0p2 � p21 > 0g and the inequality

B.�/.p21 C jp0j C jp0p2j/s 6 constjp0j2sC1=2.1C jr j/1=2 (4.5.18)

is satisfied for almost all � 2 f� W p0p2 � p21 < 0g.

Proof. Represent the polynomial P.�I �/ in the form P.�I �/ D p0.� C q/2 C r ,
where q D p�1

0 p1 and r D p�1
0 .p0p2 � p21/. Let �1.�/, �2.�/ be the � -roots of the

polynomialHC.�I �/. Since jHC.�I �/j2 D jp0j2.�Cq/4C 2p0r.�Cq/2C r2C 1,
we have

.�1;2 C q/2 D ˛ ˙ ˇi; 0 < arg.�1 C q/ <
�

2
;
�

2
< arg.�2 C q/ < �I

˛ D �p�1
0 r; ˇ D jp0j�1:

(4.5.19)

Thus, we obtain the relation �1 ¤ �2, and we can apply Lemma 4.5.1. Since the co-
efficients of the polynomial P.�I �/ are real, we see that ŒP.�I �1/�2 D ŒP.�I �2/�2 D
�1.

On the other hand, P.�I �2/ D p0.˛ � ˇi/2 C r D P.�I N�1/ and, similarly,

P.�I �1/ D P.�I N�2/. Therefore, P.�I �1/P.�I �2/ C 1 D 0 and P.�I �2/P.�I �1/ C
1 D 0. Hence, the entries of the matrix B�1 are P11 D Im �1, P22 D Im �2 and
P12 D P21 D 0. Since R.�I �/ D � s , we conclude that (4.5.2) and the inequality

B.�/ŒIm �1j�1j2s C Im �2j�2j2s� 6 const (4.5.20)

are equivalent.
Relations (4.5.19) yield

Im �1 D Im �2 D 2�1=2.jp0j�1.1C r2/1=2 C p�1
0 r/1=2; (4.5.21)

j�1j2 C j�2j2 D 2p�2
0 fp21 C Œp20 C .p0p2 � p21/

2�1=2g: (4.5.22)

This means that

c�1.j�1j2 C j�2j2/ 6 .p21 C jp0j C jp0p2j/jp0j�2 6 c.j�1j2 C j�2j2/; (4.5.23)

c�1Im �j 6 jp0j�1=2.1C jr j/1=2 6 c Im �j ; if p0p2 � p21 > 0; (4.5.24)

c�1Im �j 6 jp0j�1=2.1C jr j/�1=2 6 c Im �j ; if p0p2 � p21 < 0: (4.5.25)
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It follows from (4.5.23)–(4.5.25) that inequality (4.5.20) is equivalent to (4.5.17) for
p0p2 � p21 > 0, and to (4.5.18) for p0p2 � p21 < 0. �

Theorem 4.5.6. Let a polynomial P.�I �/ be the same as in Theorem 4.5.5. The

estimate (4.2.19) with s D 0; 1; 2 holds true if and only if the inequality

B.�/Œjp0j C p21 C jp0p2j�s 6 constp2s0 a.e. in R
n�1: (4.5.26)

Proof. Set R.�I �/ D � s in the estimate (4.5.4). Then one can write (cf. the proof of
Theorem 4.5.5) inequality (4.5.4) in the form

�2s

jP.�I �/j2 C 1
C .j�1j2 C j�2j2/s 6

const

B.�/
: (4.5.27)

A direct check shows that

sup
�2R1

1

jP.�I �/j2 C 1
D
(
.r2 C 1/�1; if p0p2 � p21 > 0;

1; if p0p2 � p21 < 0I
(4.5.28)

sup
�2R1

.� C q/2

jP.�I �/j2 C 1
D jp0j�1.1C r2/1=2Œjp0jp0j�1.1C r2/1=2 C r j2 C 1��1I

(4.5.29)

sup
�2R1

.� C q/4

jP.�I �/j2 C 1
D
(
p�2
0 ; if p0p2 � p21 > 0;

p�2
0 .1C r2/; if p0p2 � p21 < 0:

(4.5.30)

(In (4.5.28)–(4.5.30) we have q D p�1
0 p1 and r D p�1

0 .p0p2 � p21/).
On the other hand, one can write (4.5.22) as

j�1j2 C j�2j2 D 2Œq2 C jp0j�1.1C r2/1=2�: (4.5.31)

Combining (4.5.27)–(4.5.30) and (4.5.31), we find that

sup
�2R1

�2s

jP.�I �/j2 C 1
6 const.j�1j2 C j�2j2/s: (4.5.32)

This means that (4.5.27) is equivalent to the inequality

B.�/.j�1j2 C j�2j2/s 6 const: (4.5.33)

�

4.5.4 The estimate (4.2.16) in the case Rep1.�/ � 0, Impk.�/ � 0

(k D 0; 2)

Finally, we consider a class of the second-order polynomials w.r.t. � , for which the
criterion from Lemma 4.5.1 allows a more explicit formulation.
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Theorem 4.5.7. Let P.�I �/ D p0.�/�
2Cip1.�/�Cp2.�/, let pk.�/ (k D 0; 1; 2)

be real measurable functions that are locally bounded in R
n�1 and grow no faster

than some power of j�j as j�j ! 1, and let p0.�/ ¤ 0 a.e. in R
n�1. The estimate

(4.2.4) with s D 0 holds if and only if the inequality

B.�/ 6 const Œjp0j1=2.1C jp2j/�1=2 C jp1j.1C jp2j/�1� (4.5.34)

is satisfied for almost all � 2 f� W p0p1 > 0; p0p2 > 0g; the inequality

B.�/ 6 const Œjp0j1=2.1C jp2j/1=2 C jp1j�1.1C jp2j/� (4.5.35)

is satisfied for almost all � 2 f� W p0p1 > 0; p0p2 < 0g; the inequality

B.�/Œjp0j1=2.1C jp2j/1=2 C jp1j� 6 const jp0j (4.5.36)

is satisfied for almost all � 2 f� W p0p1 6 0; p0p2 > 0g; and the inequality

B.�/Œjp0j1=2.1C jp2j/�1=2 C jp1j� 6 const jp0j (4.5.37)

is satisfied for almost all � 2 f� W p0p1 6 0; p0p2 < 0g.

Proof. Let ƒ.�/ be defined by (4.1.2). We show that

ƒ.�/ D jp0j�1Œp21 C 2jp0j.1C p22/
1=2 C 2p0p2�

1=2 � p�1
0 p1: (4.5.38)

Indeed, since the estimate (4.2.4) is considered for s D 0 (R.�I �/ D 1), one can use
Corollary 4.1.3 to calculate ƒ.�/. Let z1.�/, z2.�/, �1.�/, �2.�/ be the � -roots of the
polynomials P.�I �/ and HC.�I �/, respectively. It is obvious that Im .z1 C z2/ D
�p�1

0 p1. Therefore, equation (4.1.6) can be written in the form

ƒ.�/ D �p�1
0 p1 C Im �1.�/C Im �2.�/: (4.5.39)

Calculating Im �1.�/C Im �2.�/, we consider two cases.
Let p41 C 4p21p0p2 � 4p20 < 0. Then the relation

jHC.�I �/j2 D p0�
4 C .p21 C 2p0p2/�

2 C p22 C 1 (4.5.40)

yields

�21;2 D ˛ ˙ ˇi; 0 < arg �1 <
�

2
;

�

2
< arg �2 < �;

˛ D �2�1p�2
0 .2p0p2 C p21/; ˇ D 2�1p�2

0 .4p20 � 4p21p0p2 � p41/1=2:
(4.5.41)

Therefore,

.Im �1/
2 D .Im �2/

2 D 2�1Œ.˛2 C ˇ2/1=2 � ˛�
D 4�1p�2

0 Œp21 C 2jp0j.1C p22/
1=2 C 2p0p2�:

(4.5.42)

Thus, (4.5.42) and (4.5.39) yield (4.5.38).



224 4 Estimates for a maximal operator

Let p41 C 4p21p0p2 � 4p20 > 0. Then

�21;2 D ˛ ˙ b; b D 2�1p�2
0 .p41 C 4p21p0p2 � 4p20/

1=2; (4.5.43)

where ˛ is defined by (4.5.41). It is obvious that ˛ < 0 and 0 6 b < j˛j. Hence
�1 D j˛ C bj1=2i and �2 D j˛ � bj1=2i, and (4.5.39) can be recast as

Œƒ.�/C p�1
0 p1�

2 D j˛ C bj C j˛ � bj C 2.˛2 � b2/1=2: (4.5.44)

From (4.5.41) and (4.5.43) we get

j˛ C bj C j˛ � bj D j2˛j D p�2
0 .2p0p2 C p21/;

˛2 � b2 D p�2
0 .p22 C 1/:

(4.5.45)

Combining (4.5.44) and (4.5.45), we obtain (4.5.38). A direct check shows that the
following upper and lower bounds for ƒ.�/ follow from (4.5.38):

c�1ƒ D .1C jp2j/Œjp1j C jp0j1=2.1C jp2j/1=2� 6 cƒ; (4.5.46)

provided that p�1
0 p1 > 0 and p0p2 > 0;

c�1ƒ 6 Œjp0j1=2.1C jp2j/1=2 C jp1j.1C jp2j/��1 6 cƒ; (4.5.47)

provided that p�1
0 p1 > 0 and p0p2 < 0;

c�1ƒ 6 Œjp0j1=2.1C jp2j/1=2 C jp1j�jp0j�1 6 cƒ; (4.5.48)

provided that p�1
0 p1 6 0 and p0p2 > 0;

c�1ƒ 6 Œjp0j1=2.1C jp2j/�1=2 C jp1j�jp0j�1 6 cƒ; (4.5.49)

provided that p�1
0 p1 6 0 and p0p2 < 0.

Thus, the assertions of the theorem to be proved follow from Theorem 4.1.1 and
the estimates (4.5.46)–(4.5.49). �

Theorem 4.5.8. Let the polynomial P.�I �/ be the same as in Theorem 4.5.7. The

estimate (4.2.4) with s D 1 holds true if and only if the inequality

B.�/Œp21 C jp0j.1C jp2j/3� 6 const jp0jŒjp1j3 C jp0j3=2.1C jp2j/3=2� (4.5.50)

is satisfied for almost all � 2 f� W p0p1 > 0; p0p2 > 0g; the inequality

B.�/ 6 const jp0jŒjp1j C jp0j1=2.1C jp2j/�1=2� (4.5.51)

is satisfied for almost all � 2 f� W p0p1 > 0; p0p2 < 0g; the inequality

B.�/Œjp1j3 C jp0j3=2.1C jp2j/3=2� 6 const jp0j3 (4.5.52)

is satisfied for almost all � 2 f� W p0p1 6 0; p0p2 > 0g; the inequality

B.�/Œjp1j C jp0j1=2.1C jp2j/�1=2�Œp21 C .1C jp2j/jp0j� 6 const jp0j3 (4.5.53)

is satisfied for almost all � 2 f� W p0p1 6 0; p0p2 < 0g.
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Proof. Let ƒ.�/ be defined by (4.1.2). We show that

ƒ D jp0j�3Œp21 C 2jp0j.1C p22/
1=2 C 2p0p2�

1=2Œp21 C jp0j.1C p22/
1=2�

� p�3
0 p1Œp

2
1 C 2jp0j.1C p22/

1=2 C p0p2�:
(4.5.54)

To this end we use Proposition 4.1.2. Let �1.�/, �2.�/ be the � -roots of the polyno-
mial HC.�I �/, so that HC.�I �/ D p0.�/�

2 � p0.�/.�1 C �2/� C p0.�/�1�2 and

H�.�I �/ D HC.�I �/. Then we find from the representation �H� D PT1 C T2 that

T 2.�I �/ D � Œp0�1�2 C ip1.�1 C �2/C p2 C p�1
0 p21 ��

C p2.�1 C �2/ � ip�1
0 p1p2:

(4.5.55)

Let S.�I �/ be the remainder of the division of the polynomial �T 2 byHC. It follows
immediately from (4.5.55) that the leading coefficient of the polynomial S is equal to

�ip�1
0 p1p2 C p0�1�2.�1 C �2/ � ip1.�1 C �2/

2 � .�1 C �2/p
�1
0 p21 :

Hence, in accordance with Proposition 4.1.2,

ƒ.�/ D Im Œip�2
0 p1p2 � �1�2.�1 C �2/C ip�1

0 p1.�1 C �2/
2 C p�2

0 p21.�1 C �2/�:
(4.5.56)

Consider two cases. Let p41 C 4p21p0p2 � 4p20 < 0. Then (4.5.41) yields

�1 C �2 D 2iIm �1 D ijp0j�1Œp21 C 2jp0j.1C p22/
1=2 C 2p0p2�

1=2;

�1�2 D �j�1j2 D �jp0j�1.1C p22/
1=2:

)
(4.5.57)

Thus, (4.5.56) and (4.5.57) imply (4.5.54).
Let p41 C 4p21p0p2 � 4p20 > 0. Then (4.5.57) also follows from (4.5.43). Hence

(4.5.54) is again true in this case.
Suppose now that p�1

0 p1 6 0. Then (4.5.54) yields the following upper and lover
bounds for the functionƒ.�/:

c�1ƒ 6 jp0j�3Œjp1j3 C jp0j3=2.1C jp2j/3=2� 6 cƒ; (4.5.58)

if p0p2 > 0; and

c�1ƒ 6 jp0j�3Œjp1jC jp0j1=2.1Cjp2j/�1=2�Œp21 Cjp0j.1Cjp2j/� 6 cƒ; (4.5.59)

if p0p2 < 0.
Let p�1

0 p1 > 0. Then (4.5.54) can be transformed as follows:

ƒ D jp0j�1Œp21 C 2jp0j.1C p22/
3=2 C 2p0p2.1C p22/�

� fŒp21 C 2jp0j.1C p22/
1=2 C 2p0p2�

1=2Œp21 C jp0j.1C p22/
1=2�

C jp1jŒp21 C 2jp0j.1C p22/
1=2 C p0p2�g�1:

(4.5.60)
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From (4.5.60) it follows that

c�1ƒ 6
p21 C jp0j.1C p2/

3

jp0j.jp1j3 C jp0j3=2.1C jp2j//3=2
6 cƒ; (4.5.61)

if p0p1 > 0; and

c�1ƒ 6 jp0j�1Œjp1j C jp0j1=2.1C jp2j/�1=2��1 6 cƒ; (4.5.62)

if p0p2 > 0.
Thus, the statements of the theorem to be proved follow from Theorem 4.1.1 and

the estimates (4.5.58), (4.5.61) and (4.5.62). �

4.6 On the space of traces of functions belonging to the

domain of the maximal operator

In this section we return to the questions considered in Section 2.3 and study them
for the case N D 2, P1.�I �/ D P.�I �/, and P2.�I �/ D 1. As in Section 2.3, we
assume that R.�I �/ and P.�I �/ are polynomials of the variable .�I �/ 2 R

n, and,
consequently,R.D/ and P.D/ are differential operators with constant coefficients.

Following Proposition 2.3.4, Chapter 2, we define an open set „ � Rn�1,
mesn�1.R

n�1 n„/ D 0 with the following properties:

1. The orders of the polynomialsR.�I �/ andHC.�I �/ are constant for all � 2 „.

2. The roots � D �.�/ of the polynomial HC.�I �/ are analytic, and their multi-
plicities are constant in each component„˛ of the set„.

Denote by P the maximal operator, defined in L2.RnC/ by the differential poly-
nomial P.D/. Its domain is

D.P / D fu W u 2 L2.RnC/I P.D/u 2 L2.RnC/g;
and P.D/ is understood in the sense of distributions.

In Subsection 4.6.1 we show that P is the closure of its restriction to C1
0 .R

n
C/.

Thus, in the case where P.�I �/,R.�I �/ are polynomials of the variables .�I �/ 2 R
n

and B.�/ D 1, all results of this chapter related to the estimate (4.0.2) can be con-
sidered as criteria for the embedding D.P / � D.R/ of the domains of the maximal
operators P and R.

The result of Subsection 4.6.2 is a strengthening of the result of Subsection 2.3.2.
Here we show that the “trace space”R.D/u

ˇ̌
tD0

of the elements u 2 D.P / coincides

with the closure of the linear span of the set of functions ' 2 C1
0 .R

n�1/ satisfying
˝̋
'
˛̨ 2
ƒ�1=2 D

R
Rn�1

j O'.�/j2
ƒ.�/

d� < 1 in the topology given by the norm
˝̋ � ˛̨

ƒ�1=2 . ƒ.�/

is the function defined by formula (4.1.2).
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4.6.1 The maximal operator as closure of its restriction on the set of

functions infinitely differentiable up to the boundary

Proposition 4.6.1. For the differential polynomial P.D/ with constant coefficients,

the maximal operator P in L2.RnC/ coincides with the closure of its restriction on

C1
0 .R

n
C/.

Proof. Let u.xI t/ 2 D.P /, g.xI t/ D P.D/u.xI t/, and let !ı.z/ be an infinitely
differentiable function supported in the interval0 < z < ı and such that

R

R
1
C

!ı.z/dz D

1. We set

uı.xI z/ D
Z

R
1
C

!ı.z � t/u.xI t/dt; uı.xI z/ D
Z

R
1
C

!ı.t � z/u.xI t/dt:

Let '.xI t/ be an arbitrary infinitely differentiable function with compact support in
the half-space f.xI t/ W x 2 R

n�1; t > 0g. It is obvious that the function 'ı.xI z/ has
the same properties. Therefore,
Z

R
n
C

g.xI z/'ı.xI z/dxdz D
Z

R
n
C

u.xI z/P.D/'ı.xI z/dxdz

D
Z

R
n
C

u.xI z/P.DxIDz/
Z

R
n
C

!ı .z � t/'.xI t/dtdxdz

D
Z

R
n
C

u.xI z/
Z

R
1
C

!ı.z � t/P.DxIDt /'.xI t/dtdxdz

D
Z

R
n
C

P.D/'.xI t/
Z

R
1
C

!ı.z � t/u.xI z/dzdxdt

D
Z

R
n
C

P.D/'.xI t/uı.xI t/dxdt:

Similarly, we have
Z

R
n
C

g.xI z/'ı.xI z/dxdz D
Z

R
n
C

'.xI t/gı.xI t/dxdt:

Hence uı.xI t/ 2 D.P / and P.D/uı D gı . It follows from the properties of the
kernel !ı.yI z/ that the functions uı.xI t/ are infinitely differentiable and

lim
ı!0

n
kuı � uk2

L2.Rn
C
/

C kP.D/.uı � u/k2
L2.Rn

C
/

o
D 0:
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Let Ouı.�I t/ be the Fourier transform of uı.xI t/. Define a sequence of infinitely
differentiable cut-off functions �k.�/ by

�k.�/ D

8
<̂

:̂

0; if j�j > 2k;

0; if � 2 Hk;
1; if j�j 6 k and � … Hk

(here, as in Section 2.3, Hk is a neighborhood (in Rn�1) of the closed set H D
Rn�1 n„ such that mesn�1Hk <

1

k
(k D 1; 2; : : : /). Set Ouı

k
.�I t/ D �k.�/ Ouı.�I t/.

Then

lim
k!C1

�
kuık.�I t/� Ouı.�I t/k2

L2.Rn
C
/

C



P .�I �i d=dt/

�
Ouık.�I t/� Ouı.�I t/

�



2

L2.Rn
C
/

�
D 0:

Let� 2 R
n�1 be a point from supportZkof the function�k.�/. SinceP.�I �i d=dt/

is an ordinary differential operator of order J , the norm

�
k Ouı .�I t/k2

L2.R1
C
/
C



P .�I �i d=dt/ Ouı.�I t/





2

L2.R1
C
/

�1=2

(uniform w.r.t. Zk) is equivalent to the norm k Ouı .�I t/kW J
2
.R1

C
/. Now define a se-

quence of infinitely differentiable cut-off functions  r .t/ as follows:

 r .t/ D
�
0; if t > 2r;

1; if 0 6 t 6 r .r D 1; 2; : : : /:

Since the set of compactly supported functions is dense in W J
2 .R

1
C/, the equality

lim
r!1

k Ouı.�I t/� Ouı.�I t/ r.t/k2W J
2
.R1

C
/

D 0

holds true (uniformly w.r.t. � 2 Zk). Setting Ovı
kr
.�I t/ D Ouı

k
.�I t/ r.t/ (k; r D

1; 2; : : : ), we arrive at

lim
k;r!1

�
k Ovıkr .�I t/� Ouı.�I t/k2

L2.Rn
C
/

C



P .�I �i d=dt/

�
Ovıkr .�I t/� Ou.�I t/

�



2

L2.Rn
C
/

�
D 0:

Let vı
kr
.xI t/ be the inverse Fourier transform of Ovı

kr
.�I t/ w.r.t. � . This function

is infinitely differentiable w.r.t. x and t and compactly supported w.r.t. t . Moreover,
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as a function of x, it converges to zero (together with all its derivatives) faster than
any power of jxj�1 as jxj ! 1.

Now define a sequence of infinitely differentiable cut-off functions �s.x/ by the
formula

�s.x/ D
�
0; if jxj > 2s;

1; if jxj 6 s .s D 1; 2; : : : /

and set wı
krs
.xI t/ D vı

kr
.xI t/�s.x/. Using Parseval’s identity and the properties of

the functions vı
kr
.xI t/, we obtain

lim
k;r;s!1

fkwıkrs.xI t/� uı.xI t/k2
L2.Rn

C
/

C kP.D/
�
wıkrs.xI t/ � uı.xI t/

�
k2
L2.Rn

C
/
g D 0:

Therefore, uı
krs
.xI t/ 2 C1

0 .R
n
C/ and

lim
k;f;s!1
ı!0

fkwıkrs � uk2
L2.Rn

C
/
C kP.D/

�
wıkrs � u

�
k2
L2.Rn

C
/
g D 0: �

4.6.2 Description of the “trace space”

In this subsection, we formulate two theorems (an embedding theorem, and a continu-
ation theorem), which provide a complete description of the trace spaceR.D/u

ˇ̌
tD0

D
0 of the elements of the domain of the maximal operator.

Theorem 4.6.2. Let ƒ.�/ be defined by (4.1.2). Then the estimate
Z

Rn�1

jR .�I �i d=dt/ Ou.�I t/jtD0j2
d�

ƒ.�/
6 kP.D/uk2 C kuk2 (4.6.1)

holds for all u 2 C1
0 .R

n
C/.

This statement follows directly from Theorem 2.3.7 and Remark 2.1.4, Chapter 2.

Remark 4.6.3. Using Theorem 4.6.2 and Proposition 4.6.1, one can give a meaning
to the expression R .�I �i d=dt/ OujtD0 for any function u.xI t/ 2 D.P /. Namely,
approximating u.xI t/ 2 D.P / by a sequence uk.xI t/ 2 C1

0 .R
n
C/ such that

limk!1.kuk � uk2 C kP.D/.uk � u/k2/ D 0, we find that

lim
k;r!1

Z

Rn�1

jR .�I �i d=dt/ . Ouk.�I t/� Our.�I t//jtD0j2
d�

ƒ.�/
D 0:

Therefore, the expression R .�I �i d=dt/ Ou.�I t/jtD0 can be defined for u 2 D.P /
by means of the condition

lim
k!1

Z

Rn�1

jR .�I �i d=dt/ uk.�I t/jtD0 �R .�I �i d=dt/ Ou.�I t/jtD0j2
d�

ƒ.�/
D 0:
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Understanding the expressionR .�I �i d=dt/ Ou.�I t/jtD0 for u 2 D.P / in this sense,
one can strengthen the formulation of Theorem 4.6.2 as follows: the estimate (4.6.1)
holds true for all u.xI t/ 2 D.P /, if ƒ.�/ is defined by (4.1.2).

Now we formulate a continuation theorem. Its statement is sharper than the cor-
responding result from Section 2.3.

Theorem 4.6.4. Suppose that the function ƒ.�/ is defined a.e. in R
n�1 by formula

(4.1.2). Then for any function ' 2 C1
0 .R

n�1/ such that

˝̋
'
˛̨ 2
ƒ�1=2 D

Z

Rn�1

j O'.�/j2
ƒ.�/

d� < 1; (4.6.2)

there exists a function u 2 D.P / satisfying the following conditions:

R .�I �i d=dt/ Ou.�I t/jtD0 D O'.�/; (4.6.3)

kP.D/uk2 C kuk2 D ˝̋
'
˛̨ 2
ƒ�1=2 : (4.6.4)

Proof. Following the proof of Theorem 2.3.8, Chapter 2, we first determine the func-
tion '0� a.e. on the set „ from the relations

R.�/.�I �%.�// D
JX

�D1

k�.�/�1X


D0

P%��
 .�I �%.�/; ��.�//'0�
.�/

.% D 1; : : : ; J; � D 0; : : : ; k%.�/� 1/;

where

P%��
 .�I �%.�/; ��.�// D i

"
.�1/�.
 C �/Š

.�%.�/� ��.�//

C�C1

C

X

gD0

�X

hD0

.�1/��hC
g

 C

h
� .
 � g C � � h/Š

.�%.�/ � ��.�//
�gC��hC1
P .h/.�I �%.�//P .g/.�I ��.�//

3
5 :

Then

ƒ.�/ D
JX

�D1

k�.�/�1X


D0

R.
/.�I ��.�//'0�
.�/:

Set

'�
 .�/ D O'.�/'0�
 .�/
ƒ.�/

.� D 1; : : : ; J; 
 D 0; : : : ; k�.�/� 1/:
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It may be assumed (cf. Proposition 2.3.6, Chapter 2) that the functions ƒ.�/ and
'�
 .�/ are infinitely differentiable in each component „˛ � „. Consider the func-
tion

Ou.�I t/ D
JX

�D1

k�.�/�1X


D0

'�
 .�/.it/

 exp .i��.�/t/

(here � 2 „, t 2 R
1
C), and put Ov.�I t/ D P

�
�I 1

i

d

dt

�
Ou.�I t/. Arguing in the same

way as in the derivation of the second assertion in the proof of Theorem 2.3.8, Chapter
2, we obtain

Z

Rn�1

d�

1Z

0

�j Ov.�I t/j2 C j Ou.�I t/j2�dt D ˝̋
'
˛̨ 2
ƒ�1=2 : (4.6.5)

Hence, by (4.6.2), we conclude that Ou.�I t/; Ov.�I t/ 2 L2.RnC/.
Let �.xI t/ be an infinitely differentiable function with compact support in the

half-space f.xI t/ W x 2 R
n�1; t > 0g, and let O�.�I t/ be its Fourier transform w.r.t. x.

Integrating by parts with respect to t , we get

Z

Rn�1

d�

1Z

0

Ou.�I t/P .�I �i d=dt/ O�.�I t/dt

D
Z

Rn�1

d�

1Z

0

P .�I �i d=dt/ Ou.�I t/ O�.�I t/dt D
Z

Rn�1

d�

1Z

0

Ov.�I t/ O�.�I t/dt:

Let u.�I t/ and v.�I t/ be the inverse Fourier transforms of the functions Ou.�I t/
and Ov.�I t/ w.r.t. � , respectively. Then, by the Parseval identity, we have u; v 2
L2.RnC/ and

Z

R
n
C

u.xI t/P.D/�.xI t/dxdt D
Z

R
n
C

v.xI t/P.D/�.xI t/dxdt:

Thus, u 2 D.P /, the equality P.D/u D v holds in the sense of distributions, and
(4.6.4) follows from (4.6.5). Relation (4.6.3) is obtained in the same way as the first
statement in the proof of Theorem 2.3.8, Chapter 2. �

Finally, we give two results concerning the trace space of functions belonging to
the domain of the maximal operator for some differential polynomials of concrete
types. Propositions 4.2.1, 4.2.2 and Theorems 4.6.2, 4.6.4 imply
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Corollary 4.6.5. Let P.D/ be a partial differential operator of order J > 1 with

constant coefficients such that the relations

P.�I �/ D
JX

kD0

pJ�k.�/�
k; p0.�/ ¤ 0

hold for all � 2 R
n�1 and 0 6 s 6 J � 1.

1. IfP.�I �/ is a polynomial with generalized homogeneous principal part (4.2.2),
then the mapping

u 7�! @su

@t s

ˇ̌
ˇ̌
tD0

; (4.6.6)

acting from C1
0 .R

n
C/ to C1

0 .R
n�1/, can be extended to a continuous homo-

morphism of the space D.P / into the closure of C1
0 .R

n�1/ in the topology

given by the norm

 R
Rn�1

j O'.�/j2
.1C h�i/.2sC1/m=J d�

!1=2
(in other words, to the

space dual to the Slobodeckii space

W l
x;2.@R

n
C/; l D

�
m1

J

�
s C 1

2

�
; : : : ;

mn�1

J

�
s C 1

2

��
;

see [Slo58]).3

2. If P.�I �/ is a quasielliptic polynomial of type l > 1, then the homomorphism

(4.6.6) defined in item 1 is surjective.

3. If the hyperplane t D 0 is not characteristic for the operator P.D/, then

the mapping (4.6.6) acting from C1
0 .R

n
C/ to C1

0 .R
n�1/ can be extended to a

continuous homomorphism of the space D.P / into the space H�s�1=2.@R
n
C/.

4. If P.�I �/ is a properly elliptic polynomial of even order, then the homomor-

phism (4.6.6) constructed in item 3 is surjective.

From the estimates (4.3.23), (4.3.27), established in the proof of Theorem 4.3.4,
and Theorems 4.6.2, 4.6.4, we deduce the following assertion.

Corollary 4.6.6. Let P.�I �/ D �J C p1.�/�
J�1 C � � � C pJ .�/ be a homogeneous,

hyperbolic in the sense of Petrovsky polynomial of order J > 1, and let R.�I �/ D � s

(s D 0; : : : ; J � 1). Then the mapping (4.6.6) acting from C1
0 .R

n
C/ to C1

0 .R
n�1/

can be extended to a continuous surjective homomorphism from the space D.P / onto

H�s�1=2CJ=2.@R
n
C/.

3Here, m1; : : : ;mn�1;mn D J;m are the integers defined at the beginning of Section 4.2, and h�i is the

norm (4.2.3).
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4.7 Notes

The results of this chapter were established by the authors in the papers [MG79] and
[GM74]. Some of these results were announced in [GM72] and [GM75].

The question of whether a maximal operator is the closure of its restriction to the
set of functions that are infinitely differentiable up to the boundary of a domain, was
studied in the works of many authors (M. S. Birman [Bir53], F. Browder [Bro58],
L. Hörmander [H58], [H61], L. P. Nizhnik[Niz59], J. Peetre[Pee59]) under various
assumptions on the type of the operator, its coefficients, and on the domain in Rn,
where the functions u are given. Among the other works on this topic, we would like
to mention the paper by C. Baiocchi [Bai69], where a representative bibliography is
provided. The result of Subsection 4.6.1 was established by the authors ([GM74],
Lemma 12).

In connection with the issues discussed in Section 4.6, and, in particular, in con-
nection with the results of Corollary 4.6.5, we mention the work of Ch. Goulauic and
P. Grisvard [GouGri70]. In this paper, for differential operators P.xID/ in a domain
� � Rn it is proved that the corresponding traces on @� of the elements u 2 D.P /
belong to the space H�s�1=2.@�/ provided that the coefficients of P.xID/ and the
boundary @� are sufficiently smooth and satisfy some other conditions (in particular,
it is assumed that @� is in all points not characteristic for the polynomial P ).

In the case of an elliptic polynomial P , item 4 of Corollary 4.6.5 evidently fol-
lows from the theorem on the complete collection of homeomorphisms for elliptic
operators (see, for example, [Roi71], p. 225–256, and references therein).





Notation

RnC upper half-space f.x; t/ W x 2 Rn�1; t > 0g of the space Rn.

@RnC boundary of the half-space RnC (hyperplane t D 0).

Sn�2 unit sphere in Rn�1.

dx Lebesgue measure in R
n.

mesnE n-dimensional Lebesgue measure of a set E.

C1
0 .R

n/ space of infinitely differentiable functions with compact
support in Rn.

C1
0 .0;C1/ space of infinitely differentiable functions with compact

support in .0;C1/.

C1
0 .R

n
C/ space of restrictions of functions from C1

0 .R
n/ to R

n
C.

C1
0 .R

n
C/ (C1

0 .R
n�1/) space of m-dimensional vector-valued functions with

components belonging to C1
0 .R

n
C/ (C1

0 .R
n�1/).

Cm complexm-dimensional unitary space.

j � j norm in Cm.

k � k norm in L2.RnC/ or in the direct product of m copies

of L2.RnC/.˝̋ � ˛̨ norm in L2.@RnC/ or in the direct product of N copies

of L2.@RnC/.

Ou.�; t/ Fourier transform of the function u.x; t/ 2 C1
0 .R

n
C/

(or the vector-valued function u.x; t/ 2 C
1
0 .R

n
C/) w.r.t.

the x-variable:

Ou.�; t/ D .2�/.1�n/=2
R

Rn�1

e�ix��u.x; t/dx,

x � � D x1�1 C x2�2 C � � � C xn�1�n�1.

B measurable function on R
n�1, which is positive almost

everywhere.1

k � kB1=2 norm defined by

kuk2
B1=2 D R

Rn�1

1R
0

B.�/j Ou.�I t/j2dtd�I
1The requirement of positivity almost everywhere the function B is introduced in this book only for reasons

of simplicity. Instead, we can assume that B.�/ > 0. Then, in all propositions, the assumptions involving B
must be satisfied almost everywhere on the set f� W B.�/ > 0g.
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˝̋ � ˛̨
B1=2 norm defined by˝̋

u
˛̨ 2
B1=2 D R

Rn�1

B.�/j Ou.�I 0/j2d�;

P.D/ operator: differential operator with respect to t and
pseudo-differential operator with respect to x,
defined in C1

0 .R
n
C/ (or in C1

0 .R
n
C/) by a Fourier

integral representation formula

P.D/u D .2�/.1�n/=2
R

Rn�1

eix��P .�I �i d=dt/ Ou.�I t/d� .

suppu (closed) support of a function u.

˛ multiindex, i.e., an n-tuple of nonnegative integers

.˛1; ˛2; : : : ; ˛n/; the sum
nP
kD1

˛k will be denoted

by j˛j.
D˛ differential operatorD

˛1

1 � � �D˛n
n , where

D� D �i @=@x�, � D 1; : : : ; n � 1, and Dn D �i @=@t .

M complex conjugate matrix M D fM ij g of a matrix
M D fMij g with complex entries.

M� conjugate transpose of a matrix M (M� D MT , where

MT denotes the transpose of M).

M�1 inverse of a matrix M.

Mc square matrix whose rows consist of the algebraic
complements of the column entries of a square
matrix M.

trM trace of a matrix M.

detM determinant of a matrix M.

rgG rank of a matrix G.

kerG nullspace (kernel) of a matrix G.

I identity matrix of order m �m.

ıjk D
�
0; if j ¤ k;

1; if j D k;
Kronecker symbol.

C


s D sŠ


Š.s � 
/Š
number of 
 -combinations from a given set
of s element (binomial coefficient).

C , C0, C 0 various positive constants which appear in estimates
and do not depend on the (vector)-functions u.
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degf .�; �/ degree of a homogeneous function f of the variables
.�; �/ 2 R

n.

ordR.�; �/ order of a polynomial R, with coefficients depending

on � 2 R
n�1, with respect to the variable � .

R.j /.�; �/ partial derivative of order j with respect to � .

arg � argument of a complex number �.

sgn � the sign function, equal to 1 if � > 0, 0 if � D 0, and
�1 if � < 0.

; empty set.
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[H58] L. Hörmander, Definitions of maximal differential operators. Ark. Math., 3 (1958),

501–504. MR0106333.
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