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ALGEBRAIC STRUCTURE OF QUASIRADIAL SOLUTIONS TO
THE y-HARMONIC EQUATION

VLADIMIR G. TKACHEV

We obtain an explicit representation for quasiradial y-harmonic functions,
which shows that these functions have an essentially algebraic nature. We
give a complete description of all y that admit algebraic quasiradial so-
lutions. Unlike the cases y = oo and y = 1, only finitely many algebraic
solutions are shown to exist for any fixed |y| > 1. A special extremal series
of y corresponds exactly to the well known ideal m-atomic gas adiabatic
constant y = 2m +3)/(2m +1).

1. Introduction

We study specific solutions to the quasilinear equation
(D) uxx (()/4'1)”)25 + (V—l)”§)+4“xy”x”y + “yy(()"i'l)”i + (V_l)”ch) =0,

where |y| > 1 or y = 1. Let L, [u] denote the left-hand side of this equation. A
solution of the form

2) u(x,y)=p*f(0), k=1,

where p and 6 are the polar coordinates in the (x, y)-plane, is said to be quasiradial.
The origin of this study goes back to the well-known p-Laplace equation

div (|VulP~2Vu) =0,

which is the divergence form of (1) with p =2y /(y —1). We call solutions to (1)
y-harmonic functions.

The existence and integral representations for quasiradial y-harmonic functions
were established by G. Aronsson [1968; 1984; 1986; 1989; 1992], who also named
them. He showed in [Aronsson 1984] (see also [Persson 1989] and [Aronsson
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1986]) that single-valued quasiradial y-harmonic functions exist only for those
exponents k in (2) that satisfy the characteristic equation

(3) @N =Dy +Dk*>=2(N?y +2N — Dk+N?*(14+y)=0, N eN.

We refer to the corresponding solution as the N-solution to (1). One can easily
see that O-solutions are constants and 1-solutions are linear functions. We will call
such solutions trivial.

The limit case y = oo reduces to the standard Laplace equation Au = 0, and
the corresponding N-solutions are harmonic polynomials of degree N. Harmonic
polynomials are algebraic functions: they obviously satisfy a polynomial identity
P(x,y,u) = 0. We show that this property is still valid for N-solutions of the
Aronsson equation

2 2
@ uxxux—i—Zuxyuxuy—i—uyyuy =0,

which is the case y = 1.

In this paper we study this algebraicity property for general values of y. To
make this point more explicit, we note that for y # oo a (weak) solution of (1)
is normally in the class C'®. In particular, quasiradial solutions have a Holder
singularity near the origin, and one should consider them “singular solutions” (the
terminology is borrowed from [Aronsson 1989]). This nonregular character is a
consequence of the general situation for y-harmonic functions near their singular
points (points at which |Vu| = 0); see [Ural’tseva 1968; Evans 1982; Lewis 1983].

Our key result is an explicit parametric representation for N-solutions:

x+iy=e(ug|g PV 4 g2V,

®) Uy = C|¢|FCN=D=N Re ¢V,

Here ¢ € C is the parametrization variable, ¢ is an arbitrary constant, k = k(N, y)
is the biggest root of (3), and p is defined by (34) below. We show also that (5)
represents an entire graph over the (x, y)-plane when ¢ runs through the complex
plane C.

It follows immediately from (3) and (5) that u is an algebraic function when-
ever k(N, y) is arational number. This makes more explicit the already mentioned
Holder behavior of quasiradial solutions at their singular points.

In contrast with (4), we show that for any rational |y| > 1 the class of algebraic
N-solutions is necessarily finite, in the sense that the upper bound

20,2 2
N < g (p°+2—¢q°)
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holds, where y = p/q with ¢ and p coprime. (As usual, |x] denotes the integer
part of x.) In particular, this yields the absence of algebraic solutions for all integers
y with |y| > 2.

Denote by o the set of all y € Q, |y| > 1, such that (1) admits nontrivial
algebraic N-solutions. Then y € o if and only if —y € o (see Section 4). In
Section 5 we show that for all rational y = p/q € A with y > 1, we have the
two-sided bound

2+g<p=<q*-2.

These inequalities are sharp. Moreover, in Section 6 we prove that the equality
g = p+2 holds if and only if g is an odd number, g > 3. This yields the so-called
minimal series

2N +3
2N+ 1

and N is the index of the corresponding algebraic quasiradial solution, which is

(6) y N=2234,...,

unique for a given y.

We end this introduction with one possible physical interpretation of (6), which
gives a motivation of our choice of y instead of p. Observe that (1) is a homoge-
neous form of the gas dynamics equation

) L,[¢]=2A¢

for the potential of the gas velocity ¢ [Bers 1958, p. 9]. The parameter y in (7)
is the adiabatic gas constant, that is, the ratio of the specific heats of the gas at
constant volume and constant pressure; see [Milne-Thomson 1960], for example.
For all known gas models, the adiabatic constant is found to be y = (k+1)/k,
where k is the number of degrees of freedom of molecules in the gas. In particular,
y is a rational number.

The most important model for applications is that of an ideal m-atomic gas; then
y is given by

_2m+3

8 _—’
®) Ym = o 1

m=1,2,....
The case m =2, or y» = %, describes the earth’s atmosphere.

Equation (7) is of nondegenerate elliptic type for all adiabatic exponents y > 1.
It is proved in [Tkachev and Zorina 2005] that for any integer N > 2 there exists
a solution of (7) that is real analytic in all of R? and has nontrivial polynomial
growth ky > 1 (where ky is defined by (3)).

Now, the quasiradial N-solutions to (1) can be naturally regarded as the cones
(after a suitable scale renormalization) over the corresponding N-solutions to (7).
In other words, (1) represents a microscopy level of the gas flow. In this connection,
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the coincidence of the minimal series (6) and the natural adiabatic constants (8)
implicitly underlies the algebraic character of the corresponding N-solutions. We
observe also that in this case we have N = m, i.e. the atomic number is equal to
the index of the corresponding N-solution.

2. The separation equation

We start with the basic properties of the wave function f(6). For technical reasons,
we assume that || > 1. The case y = 1 requires some more care because the
separate equation (12) is degenerate. However, all results formulated below are
still valid in this limit case if we suppose that £ > 1.

Separation of variables in (2) yields the ordinary differential equation

©) [ =D+ +Df?)
+(f2k(y +3) =2 + (A + )k = DK f2) fk =0,

where the prime denotes the derivative with respect to 6. Letting W = f2(9),
Z = f%(#), we can rewrite this as

AW k(y +)k =)W+ ((y + Dk =2)Z

dZ y+DHW+(y —Dk*Z
which splits into the linear system

W'(€) = —k((y + Dk =)W —E*((y + Dk = 2)Z,

Z'E =+ DW+(y - DEZ.

One can easily verify that the general solution to this system is

k)

W(§) = Cik2e ¢ 1 Cok((y + Dk — 2)e2 k=K%,
Z(¢E)= —C1e_2kzrS —Co(y + 1)62(k—k2)g’

where C; and C, are arbitrary constants. Then

2k
(10) W +k*Z = —kn*~'C, W—i—)\ZZ:Tn"Cl,
1%

where 1 =e~%* and A2 = k> —2k/(y +1). The right-hand side of the latter identity
is positive for all |y| > 1 and k > 1, so we can define

2k
(11) A= [k — ———.
y+1

Then elimination of 7 in (10) yields (W +k2Z)* = C3(W +A?Z)*~!. Since (9) is
a homogeneous equation, it suffices to study the case C3 = 1. Thus we have the
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first-order differential equation

(12) (SO + L2 f2O)" = (f2©0) +32 f20) .

We introduce new phase variables z = f(6), w = f'(0), and define the set
(13) I'={(z, w) € R?: (w? +k*>)* = (w? + 12", w?+ 2 £0).

The intersection I" with the z-axis consists of exactly two points of the form AT =
(£z0, 0), called the apexes; we have

(14) Z():)»k_lk_k.

Lemma 2.1. Let |y| > 1 and k > 1. Then T is a real analytic closed Jordan
curve. Moreover, I' \ {AT, A~} splits into two mutually symmetric graphs having
no common points with the z-axis.

Proof. The first statement follows easily from the representation of I" in the polar
coordinates z =r cosa, w =r sina:

(sin2 o + A2 cos? ) k=172
r =

(sin® « + k2 cos2 a)k/2

Now, consider I' as the O-level set of the function
(15) F(z,w) = (w? + k225 — (w? + A7)
We claim that F,, # 0 on I" \ {AT, A~}. Indeed, suppose F)(z1,w;) = 0 and
wi # 0. Then

1
EF;)(ZL wy) = k(w? + k22 — (k= D!+ 21222 =0,
1

which together with F(z;, w;) =0 and |y| > 1 implies

It follows that w; = z; = 0, which contradicts the definition of I" and implies our
claim. Thus, I' \ {A*, A~} splits into a union of two graphs with respect to the
z-axis, and the lemma is proved. O

Now, we construct a special solution f(8) of (12) satisfying the initial condition
f(0) = zo. With the notation above we have

dz _ f'(0)do

w o O

do.
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Define

§ dz
(16) 0@¢) = / —,
A+ W

where & € ' and the integral is taken clockwise along the arc (A, &) of I". The
last integrand a priori has singular behavior when w vanishes (that is, for £ = A¥).
But it can be shown that these singularities are removable. Indeed, using again the
representation of I' as the O-level set of function (15), we find

dz _ Fpdw k42— (k=D +23*2)*  dw

w Flw B2+ k22— (k— DA2(w? + 122202 7

To show that (16) has no singularity it suffices only to verify that the denominator
of the right-hand ratio in the preceding equation is nonzero in a neighborhood of
the apexes. The corresponding values at A* equal 22D z0* 2
Therefore the integral in (16) is well defined, and it follows that ® (£) is an analytic
function of £, in the sense that ® (§(7)) is analytic for any analytic parametrization
().

Next, observe that dz/w > 0 within our convention. Applying Lemma 2.1, we
conclude that ® (§) is a strictly increasing function when & runs clockwise around
I". Define a function f;(0) by letting f;(®(£)) =z(&), where z(£) is the projection
of & onto the z-axis. Clearly, f;(6) becomes a real analytic periodic function, now
defined in R. By the symmetry of I', the one-quarter period 7T satisfies

, which is nonzero.

T B~ 4z
17) R
4 A+ W
where B~ = (0, —1) eT.
Lemma2.2. T = 27r<1 — ")\;1)

Proof. Define a new variable ¢ by letting w = —z¢. Then, applying (13) we obtain
the following parameterization of the arc ATB™:

2(t) = (t2 JHLz)(k—l)/z(tz +k2)—k/2’
w(t) = —t (12 + A1 ED2 2 L 22,

When ¢ runs between 0 and +o00 the corresponding point £(¢) = (z(¢), w(¢)) runs
clockwise along A*B~. Moreover,

dz(t) = t (> + A EI2 @2 4 k)~ ED2 (2 (k — 1) — kA — 1) dt,

dz(1) k k—1
= — dt.
w(t) 124k2 12422

which yields
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Integration yields

k—1

t t
®(z(1), w(t)) = arctan e arctan T

Letting t — 400, we obtain by virtue of (17):
T o (1 k— 1> )
4 2 A

the desired equality follows. O

From the definition of I' we infer f;(®(£)) =w(&), where z(£) is the projection
of & onto the z-axis. In particular,

Tn

(18) fi®)=0 — 9=7, nelz.
Hence, the function f;(0) satisfies (12) with the initial data
)\k—l
[O)=0, fi(0)=z= T

Since (12) is an autonomous system, the general solution of (12) must have the
form f(0) = fi(6 +a), where a is an arbitrary constant.

Corollary 2.3. Let T be defined by the equality in Lemma 2.2. For 0 € (—T/4, T/4)
we have the following parametrization for fi(6):

Fo= (242D ED2G2 42y,
(19)

0 = arctan% — k)L;I arctan %, teR,

and for other values of 6, f(0) satisfies the symmetry rules:

Ji(0) = —fi(T/2-0), Ji(=0) = fi.(0).

Our further objective is to characterize all values of k > 1 which support the
2m-periodic wave functions f(0), that is fr(6 + 27) = fx(0). In fact, the latter
condition is equivalent to absence of multivalued branches of the corresponding
quasiradial solution of (1). The following assertion is a direct consequence of
Lemma 2.2.

Proposition 2.4. Let |y| > 1 and k > 1. Then fi,(0 +2m) = fi(0) if and only if

k—1 N-—-1
(20) —_ =, N eN,
A N

where N denotes the set of all positive integers. In this case fi(0) is a 2w/N-
periodic function.
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The latter statement is not new. It has appeared in [Aronsson 1984] for y =1
and for general y in [Aronsson 1986; Persson 1989]. However, our approach to
this result seems to be complementary to those previous works and allows us to
arrive at an explicit representation for the quasiradial solutions in the next section.

Proposition 2.5. Let |y| > 1 and N € N be given. Then there exists a unique
k=k(y, N) > 1 such that (9) admits a 27w/ N -periodic solution.

Proof. The trivial case N = 1 gives k = 1, by (20). Let N > 2. Then (20) is
equivalent to the quadratic equation

1) (2N —D)(y + Dk =2(N*y +2N — Dk + N* (1 +y) =0,
which has two separate roots because it has discriminant

4N —DAN?y?>=2N+1) > 4N —-1)>>0.
Then one can easily infer from the Viete theorem that

(N-D*y-—1

ki —1)(ky—1)=— —_—
(ki = D(k2 = 1) INZ1 p+1

<0,

where k| # k; are the roots of (21). This inequality implies k; < 1 < kp, so that
exactly one root k, > 1 is consistent with our constraint k > 1. O
3. N-solutions

From now on, we adopt a new notation fx for the N-th wave function f; with
k=k(y,N).

Definition 3.1. Let N € N. The quasiradial solution of the form

uy(x,y) := Cp* fn(6),

where C is an arbitrary constant, is said to be a basic N-solution of (1). Similarly,
u = Cpk fn (0 4+ a) with an arbitrary a € R is said to be a (general) N-solution.

Theorem 3.2. Let |y| > 1, N € N, and k = k(y, N) be the biggest root of (21).
Then the basic N-solution has the representation

x =h*N"1((k+ 1) cos T+ (k — 1) cos(2N — D)t),
(22) y=h*"1((k+1) sint — (k—A) sin@N — )7),

uy = Ch*CN=-D cos N1,

where A is defined by (20), and t €[0; 2], h > 0 are the parametrization variables.
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Proof. By virtue of (19) we have the following parametrization for fx(6):

fN — (l2 +)\2)(k71)/2(t2 _+_k2)fk/2’

(23) t k-1 t

6 = arctan A arctan e
Define a new variable t by

T 7w

(24) t=itan(N1), 7€ (—ﬁ, ﬁ)
Then we have from (23) and (20)
(25) 6+ (N — )t = arctan(% tan(Nr)),
which by (24) yields
(26) t =ktan(6 + (N — D1).

Inserting (24) and (26) into the first identity in (23), we get
27) fy = (12 4 22 *=D/2(12 4 g 2)=k/2
= zo(1 +tan*(N D) “™ "% (1 + tan’@ + (N — )1))

cos(@ + (N—1)1) \
cos Nt ’

—k/2

:ZOCOSNT<

where zg is defined by (14). On the other hand,
(28)  cos(@ + (N —1)1) =cosf cos(N — 1)t (1 — tan(N — 1) tan6).

Now we apply to (28) the addition formula
1
cos2 p 1+tanBtan p

with p = (N — 1)t, f = arctan (A/ktan(Nt)). From (25), we have 0 = 8 — p;
therefore

1 —tan p tan(B — p) =

29) 1—tan(N — 1)t tanf

1 1

= o2 (N—1)t 1+ (A/k) tan(N—1)7 tan Nt
1 kcosNt

- cos(N—1)t kcos(N—1)tcos Nt + Asin(N—1)tsinNt
1 2kcos Nt

cos(N—1)t (k+A)cost + (k—A)cos@QN—1)T"
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Then, applying (28) and (29) to (27) we obtain

2k cos 0 )k

= N
fN Z0COS VT <(k+)t) COST + (k—)\-) cos2N — 1)t

Taking into account that uy (x, y) = p* fy and x = p cos @, we find

2k cos 6 , X
(k+ 1) cost+ (k—r)cos@N —Dz ) P

un(x,y)=z0cosNt (

k
X
= (2k)z0
(k+A)cost+ (k—A)cos(2N — )t
Setting 4>V ~! for the expression in the last brackets, we arrive at
x =h*N"((k+ 1) cos T+ (k —A) cos2N — 1)7),

and uy = Cyh*@N=D cos N1, where Cy = (2k)kzo9 = 2kak—1.
Finally, to express y we eliminate the polar coordinates as follows

y — tand — Atan Nt —ktan(N — 1)t
X k+Atan Nt tan(N — 1)1
(k+A)sint —(k—A)sin2N — )t
- (k+X)cost 4+ (k—A)cos2N — 1)t~
Thus we get (22) for all T € (—n /2N, n/2N). Using the analyticity of fx(0) we
conclude that (22) is valid for all T. The theorem is proved completely. (]

In order to simplify (22) we make use of a special intermediate parameter u:

k+ X
30 =—,
(30) iy
soA=k(u—1)/(u+ 1), and we have from (11)
1 2
(31) = M
2uly +1)
Then, an easy computation shows that (20) becomes
2
—1
(32) ==
2(uy = 1)

Now we observe that kK > A > 0 for y > 1, so that u > 1. Similarly, y < —1
implies & < —1. On the other hand, considering (32) as a quadratic equation for
W, namely,

(33) F(w) :=pn*—2yNp+ Q2N —1)=0,
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we find F(1) =2N(1 —y) and F(—1) =2N(1+y). If y > 1 then F(1) <0, so
exactly one root of (33) fits the constraint u > 1; call it

ut =Ny +vVN?y?—2N +1.

Similarly, for y < —1 we have

w =Ny —+vN?y2—2N +1.

Ny +VN?y?—2N+1 fory > 1,
u=ply,N)=
Ny —vN?y? —2N+1 fory < —1.

For later use, note that

Define

(34)

(35) pu(=y, N) = —u(y, N).
By using the homogeneity of (22), one can rewrite it as

x =h*N"Y(jcos T +cos2N — 1)7),
(36) y =h*"!(usint —sin2N — D7),

Uy = Ch®N=Dkcos N7
A general N-solution can be obtained from a certain basic N-solution by a suit-
able rotation in the (x, y) plane. Let
x' =xcosy +ysiny, y = —xsiny + ycos ¥

be such a rotation. Then (36) implies

x=h?N"! (,u cos T +cos(2N — )T+ 2N1ﬁ)),
(37) y =h* " (usint —sin(QN — )T +2Ny)),
U= UNy = ChCN =Dk cos N(t + ).
In particular, uy o = uy. Thus, (37) gives the representation for general N-
solutions to (1).
By substituting X = hcost and Y = hsint into (37), we obtain an algebraic

representation of a basic N-solution u#(x, y) (see also an equivalent complex form
(5) given in the Introduction)

x=uXX>+YHVN Ty Re(X +iY)*N !,
(38) y=pY X2+ YHN ! _Im(X +iY)*N !,
uy = C(X>+YH*CN=D=MRRe(X +iv)"V.
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Corollary 3.3. All N-solutions are quasialgebraic functions in the sense that ufy
is an algebraic function, where
2
o=———.
kKRN -1)—N

To illustrate this, we briefly mention a well-known example. (See [Aronsson
1984; Juutinen et al. 2000] for further examples.) Note that up, = x*3 — y*/3 is a
basic 2-solution of (4). It is easily verified that u = u,(x, y) satisfies the polynomial
identity 27x*y*u’ = (x* — y* —u?)3.

4. Conjugate solutions

We recall that the main equation (1) can be represented as a p-Laplace equation for
p=2y/(y —1). As is well known (see [Aronsson 1992; Aronsson and Lindqvist
1988], for instance), in the two-dimensional case there is the canonical correspon-
dence between p-harmonic and p’-harmonic functions for

1 1

—+ - = 1.

p p
More precisely, given a solution u of L, [u] = 0 we define the conjugate function
U by

(39 U= |Vul’" Duy,  Uy=—|Vu" Du,, U0 =0.

U (x, y) is not necessarily a single-valued function. But at least locally, U is a
quasiradial solution of the conjugate equation

(40) L_,[U]=0.

It turns out that there is a simple relation between conjugate quasiradial solutions.
We define an adjoint N-solution u}; to uy by setting

x =h*N"!(pncost —cos(2N — 1)),
41) y = h*N"Ywsint +sin(2N — 1)),
uy = Ch@PN=Dkgin Nt.
Applying (37), we obtain an equivalent definition:
uj} =UN,—7/2N-

We also have uy = —uy. The functions uy and uy form a conjugate pair,
analogous to conjugate harmonic functions. More precisely, if ¥y = 1 one can
easily derive from the representation above that uy(x, y) = Re(x + iy)" and
wh(x, y) =Im(x +iy)".
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Theorem 4.1. Let uy be a basic N-solution of (1) and let Uy, be an adjoint N-
solution of (40). Then there is a constant ¢ such that cuy and Uy, form a conjugate
pair in the sense of (39).

Proof. We can assume that N > 2. Let uy be an N-solution of (1) and let U be
the corresponding conjugate function defined by (39), normalized by U (0) = 0. It
follows from the homogeneity of ux that U is a homogeneous function as well.
Hence, there is a real B such that

(42) U=rPG).

Here G(6) is a priori a multivalued function. We will prove that U = Uy, with a
suitable constant C in (41).

First, notice that U is a quasiradial solution of (40). Denote by k the growth
exponent of uy. Then k > 1 and the components of the gradient Vuy are homo-
geneous functions of order (k — 1). Moreover,

[Vun|? = r*2(k> f20) + £29)).

In particular, Vuy # 0 for r # 0. Applying (39) gives

VU::rﬁ]:|Vmﬂmw—n[ “ky]:rw—mvaw—n[Gﬂm],

u, —uly G2(6)

where the G;(0) are certain 2 -periodic functions of 6. Since |y| > 1 and k > 1,
1
p=k—-1D' T 11,
y—1

At the same time, let k* be the growth exponent of Uy,. Let u and pu* be the
corresponding auxiliary parameters defined by (30) for k and k* respectively. Then
it follows from (35) that ©* = —pu, and from (31) we have

) R (& 7% S e

=———— an = = ,
200 +y)n 20 +yHu* 2y —Dnu

where y* = —y. Hence

(43) k(I+y)+k*(1—y)=k(I+y) +E*(1 +y*) =2.

Thus, by (43) we have

+1 k(y+1)  y+1
pt—nr il _KrHD ¥
y—1 y—1 ry-1

_2—k(-y+D 2
- y—1 y—1

+1

=k
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The latter means that U is an N-solution of (40) with § = k™ (in particular, the
function G in (42) is single-valued).

It remains only to show that U is an adjoint N-solution. Since U is an N-
solution, there is ¥ such that U = Uy y in representation (37). Thus, we have to
prove that Ny = +7/2 mod .

Choosing 7o = —y + /2N and h = 1 in the representation (37) for U = Uy y,,
we obtain the corresponding Cartesian coordinates (xg, yo) 0. Then U (xg, yo) =0
and applying the Euler theorem on homogeneous functions yields

U
(44) x0 U’ s (x0, y0) + Yo 5()60, ¥0) = k*U (xq, yo) = 0.

Hence, the gradient VU (x¢, yo) is orthogonal to the radius vector Vr(xg, yo) of
the point (xg, yp). On the other hand, one can readily see from (37) that

X0 = ( *—l)cos(l—l/f> = ("= Dsin (2 —v)
o= oy~ V) T A
Hence the polar angle of the point (xg, yo) satisfies

(45) b = % ¥ mod 7.

By (39), the gradients of uy and U are mutually orthogonal. From (44) we infer
that the vectors Vuy (xg, yo) and Vr(xg, yo) are collinear. Since

Vuy = fy@r*'Vr + 8 £,(0)V6 and  (VO; Vr) =0,

we conclude that lev (6o) = 0. Hence, by (18) there is n € Z such that

Tn 7mn
90 =~ =
2 N
which by (45) yields Ny = /2 mod m, and the theorem follows. O

5. Algebraic N-solutions

In this section we settle the following question: For which rational numbers y € Q)
such that |y | > 1 does Equation (1) admit nontrivial algebraic solutions? (Recall
that nontrivial means N > 2.) It follows from (37) that a general N-solution is
algebraic if and only if basic N-solutions are. Therefore, in what follows it suffices
to consider basic N-solutions.

Lemma 5.1. Let y € Q, |y| > 1 and N € N. Then inclusions k(y, N) € Q,
Ay, N) € Qand u(y, N) € Q are pairwise equivalent.

Proof. It immediately follows from (20) that inclusions k € @ and A € Q are
equivalent. By (31), u € Q implies both k € @ and X € Q. On the other hand, if
k € Q then A € Q, so by (30) u € Q and the lemma is proved. OJ
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For convenience, we put y € A if there exists an integer N > 2 such that uy (x, y)
is an algebraic function. In this case we also define

N(y) ={N e N :uy is an algebraic function}.

Lemma 5.2. Consider N > 2 and y € A such that |y| > 1. Then N € N(y) if and
only if the corresponding exponent k(y, N) is rational.

Proof. Suppose N € N(y). Then it follows from (37) and || > 2N — 1 > 3 that
24+ =" 2 [u? + 142 cos@NT +2¢)] ~ h*N 2 as h — oo,
while
un(x,y) =h®N "Dk cos 2Nt + ¢),

where k = k(y, N). Thus the growth exponent of u is k, and it follows that k € Q.
Now suppose k(y, N) € Q. Then (38) gives a rational parametrization of u%i,
where d is the denominator of k. Hence uy (x, y) is an algebraic function. O

Corollary 5.3. For y =1 all N-solutions are algebraic functions. Thus N(1) = N.
The next assertion is an easy corollary of (43).

Lemma 5.4. Let y € Q. Then ky is rational if and only if kY. In particular,

Ny) =N(=y).

By Lemma 5.4, we can assume without loss of generality that y > 1. In what
follows, we suppose that p and ¢ have no common divisors. By Lemma 5.2, y
is in o if and only if there is an integer N > 2 such that k(y, N) is rational. By
Lemma 5.1, this is equivalent to the existence of a rational solution u = A/B > 1
of (32):

A% — B?
_ 94 =B g
2B(Ap — Bq)
Thus, we arrive at the diophantine equation
(46) A%q —2ABpN +q(2N —1)B*=0.

Theorem 5.5. The following assertions are equivalent:
1) y=p/q ed,withN e N(y)and N > 2.
(i1) Equation (46) has an integer solution (A, B), with A, Be Z and A > B > 1.
(ii1) The discriminant
N?p*—q*@N — 1)

is a squared integer.
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Moreover, if y € A with y # 1, the set N(y) is finite and the upper bound

> (p*+2—q%
< _—

47 N :
@7) 27

holds. In particular, g > 3 and

(48) g+l1<p=q’-1.

Proof. Clearly, we have only to establish the equivalence (ii) and (iii), and the only
nontrivial implication is (iii) = (ii).
Let (iii) be true. Then p = gy > ¢ and the discriminant equals d? for some
d € N. Since
N?p? —q*2N —1) = N*(p* —¢*) +¢*(N = 1)* > 0,
we have d > 0. Set V = A/B and consider the quadratic equation

F(V):=V?q—2pNV +qQ2N —1)=0

associated with (46). This equation has two distinct rational solutions v; and vy,
with v; < v,. Since

FCN-1)=-2(N-1)2N-1)(p—q) <0,

we have vy > 2N — 1. Set v, = A/B, where A and B have no common divisors
and B > 0. Hence, A > (2N —1)B > B and (A, B) is a desired solution of (ii).
To establish the finiteness of N'(y), we write

272 202 2
(49) d2:<Np—q—) +q(p—2q)‘
p p
Then (49) yields
2

(50) d>Np-L,
p
while the Bernoulli inequality and (49) imply the upper bound
2 20,2 _ 2
(51) d < (Np—q—>+Q(p—2q)2.
p/) 2p(Np>—gq?)

Since p and ¢ have no common divisors, we can write

2
€ _ ™
p p
where M > 0 is an integer and m € {1,2, ..., p — 1}. On the other hand, since

m = q*> — Mp, it follows that m and p have no common divisors. Using Np € N
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and the strict inequalities (50) and (51), we then obtain

p-q> 1
2p(Np2—¢*) = p’
which easily implies (47).

To verify that ¢ > 3 we notice that the cases ¢ = 1 and g = 2 together with (47)
easily yield the contradiction N < 2.

The first inequality in (48) immediately follows from p > ¢. Finally, to prove
the second, note that d> < N2p?, whence d < Np. Taking into account that d is
an integer we obtain d < Np — 1, or, what is the same, 0 < (Np — 1?2 —d? =
2N (¢* — p) +1 —¢>. Hence

(52) ¢*—p>(q*—1)/2N>0.

Therefore p < g2, and since g and p are integers we arrive at the stronger inequality
g +1<p <g®—1, completing the proof of the theorem. O

Corollary 5.6. If y is an integer with |y | > 1, then (1) has no nontrivial algebraic
N-solutions.

. 2N — 1 + 2
Proposition 5.7. { = ——

2sN
Proof. We must show that the right-hand side describes the values of ¥ > 1 such
that the discriminant N2p? — g?>(2N — 1) is a squared integer. We do this using
the standard rationalization technique for Pell-type equations: the condition on
the discriminant is equivalent to the existence of a positive integer-valued solution
(x,y) of

1s€QN(, 1), NeN}.

(53) N%x2— (2N —1)y*=1

with x > y. Assuming (x, y) is such a solution, write x = (1 + sy)/N, with s
necessarily rational. Substituting this equality in (53) gives

2s 2N — 1 452
= X=—
VTN 1 -2 NQN —1—s2)
Now
_p_x_2N—1—i—s2
N
as claimed; moreover
(s=2N+1(s—-1
y—l: ’

2sN

so y > 1 is equivalent to s € (0, 1) U(2N—1, +00). Since the expression for y is
invariant under the involution s — (2N — 1) /s, it suffices to take s € (0, 1). O
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6. Maximal and minimal series

Now we study how s depends on the fractional decomposition y = p/q. We
suppose as before that p and ¢ have no common divisors.

Proposition 6.1 (Maximal series). For p/q € d we have the sharp bound
(54) p=q’-2,

with equality only for odd denominator ¢ =2s + 1, p =4(s>+5s) — 1, and N =
s(s + 1), where s is a positive integer. If the denominator g = 2s is even, we have
a stronger inequality

q* -2
2

(55) p =< =252 — 1,

with equality if and only if

p:

Proof. First we prove (54). In view of (48), it suffices to exclude the case g = pr—1.
Assume the contrary. Then (52) and (47) yield

»(p 42— q 2)
P
which easily implies ¢> < 2, contradicting the lower bound g > 3 of Theorem 5.5.

In order to analyze the equality case, assume that p = ¢ — 2. It follows from
(52) that 4N > g> — 1 = p + 1. The discriminant can be rewritten as

q2§2N<q

d*=N*p*— (2N —1)(p+2)=(Np— 1)~ (AN —1—p) < (Np—1)?,

where d > 0 is an integer. Hence d < (Np — 1).
On the other hand,

d>=(Np—2+(p—22N —1) > (Np-2)%,
which together with the preceding inequality implies d = Np—1, and consequently
p=q>—2=4N—1.

In particular, ¢ must be odd. One readily sees that in this case N is an integer.
Thus, the first case of the corollary is proved.

To prove the second statement we suppose g = 2s. Theorem 5.5 says that s > 2.
Since p/q is irreducible, p is odd.

By Theorem 5.5 the discriminant satisfies

d*> = N?p* —4s*2N —1).
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The last identity shows that d has the same parity as Np. Thus d < pN — 2. At
the same time,

(Np—2)*>d*>=(Np—2)>+4(Np —1—5*2N — 1)),

so p —2s% < —(s?> — 1)/N. This inequality, together with s > 2, yields
2
q
25?2 =,
p<2s 7

Inequality (55) follows since ¢ is even.
To analyze the equality case in (55) we observe that d > Np — 3; otherwise we
would have

(Np—3)2 <d*=N?*p*—2Q2N - 1)(p+ 1),

which implies 2N (p —2) <7 — 2p, leading to a contradiction. Thus d = Np —2
and a straightforward computation shows that N = (p — 1)/2 = s> — 1, which
completes the proof. O

Proposition 6.2 (Minimal series). For p/q € s we have the lower bound
(56) p>q+2,
with equality if and only if g =2s + 1 isodd, p=q+2and N = (g — 1) /2.

Proof. From (48) we have p > g+ 1. Again, we argue by contradiction and assume
that p = g + 1. Then the discriminant is of the form

(57) N*(g+1*—g*@2N - 1) =d?,

with d a positive integer. Hence

N2 \? @N—1)N?
d>=¢>(N—=1)>+4+2gN*+ N> =(qg(N -1 -
q°( )" +2gN” + q( R N 1)

In particular,

2

N—-1

1
=qg(N-D+N+1+—

d<gq(N—1 :
<q( )+ N1

which implies
d<g(N—1)+N+1=d;+1.
On the other hand,
4> = (q(N = 1)+ N> =¢*(N = 1> +2gN(N — 1) + N* < &,

sod=d;+1. By virtue of (57) we get 2g =2N —1, again leading to a contradiction.
Thus p > g + 2 and (56) is proved.
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Now assume that p = g + 2. Arguing as above we obtain

2
(58) d<(N—1)q+2N+2+N

DS (N = Dg+2N 43,

At the same time,

(59) d>=qg*(N — 1)’ +4gN?>+4N? > (N — 1)qg + 2N)?,

which implies by the strong inequality in (58) that
(N—Dg+2N+1<d<(N—-1)g+2N +2.

But it follows from (59) that d and (N — 1)g have the same parity. This gives
exactly one choice in the last inequality,

d=(N—1)q+2N+2,

which after comparison with the definition of d in (57) implies ¢ = 2N + 1. The
required relation follows. O

q

Figure 1. “Algebraic” constants p/q = y € o for small denomi-
nators g < 30.
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7. Concluding remarks

Our formula (5) can also be deduced by using the general representation of p-
harmonic functions in the plane near their singular points. This is established in
[Iwaniec and Manfredi 1989] and [Manfredi 1991] by using the hodograph method.
Our approach, nevertheless, is more direct and does not use the quasiregularity of
the complex gradient of the N-solutions.
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